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Motivation The Dihedral Group D8

We consider the dihedral group of order 8. This group can be

thought of as the symmetry group of the square

�

�
Three rotational symmetries:

� , � 2, � 3

Four reflection symmetries:

�, ��, � 2�, � 3�

We can express this group using a set of generators and relations

h�; � j � 4 = �2 = 1; ��� = ��1i:
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Motivation The Dihedral Group D8

We consider the dihedral group of order 8. This group can be

thought of as the symmetry group of the square
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�

�

Three rotational symmetries:

s�s�, s�s�s�s�, s�s�

Four reflection symmetries:

s�, s�, s�s�s�, s�s�s�

We can express this group using a set of generators and relations

hs�; s� j s
2
� = s2

� = 1; (s�s�)4 = 1i:
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Introduction Definitions

Definition

A group G is called a Coxeter group if it is isomorphic to a group

given by a presentation of the form

hsi j (sisj)
mij = 1i;

where mii = 1 and mij > 2 for all i 6= j . If no relation occus for a pair

si ; sj we let mij = 1. We usually denote a set of generators by S .

The general study of Coxeter groups can be split in to the study of

finite and infinite Coxeter groups. All finite Coxeter groups are finite

real reflection groups. We will be interested in a large subclass of

these groups known as Weyl groups.
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Introduction Definitions

Example

Any dihedral group D2m is a finite Coxeter group. We know D2m is

the symmetry group of a regular m-gon centred at the origin in R2.

Let s1; s2 be two reflection symmetries of the m-gon adjacent by an

angle of �=m then we have

D2m
�= hs1; s2 j s

2
1 = s2

2 = 1; (s1s2)m = 1i:

How do we generalise reflections to higher dimensional vector spaces?

Definition (or Recollection)

If V is a real Euclidean vector space then a reflection in V is a map

s� : V ! V which sends 0 6= � 2 V to �� and fixes pointwise the

hyperplane H� = f� 2 V j � ? �g orthogonal to �.
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Introduction Root Systems

Notation

From now on V will denote a finite dimensional real Euclidean vector

space with Euclidean inner product (�; �) : V � V ! R. If �, � 2 V

then we write h�; �i for the value 2 (�;�)
(�;�)

.

Definition

A set of non-zero vectors Φ � V is called a crystallographic root

system for V if:

Φ spans V ,

if � 2 Φ then r� 2 Φ ) r = �1,

if � 2 Φ then s�Φ = Φ.

if �, � 2 Φ then h�; �i 2 Z.
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Introduction Root Systems

Definition

Given a root system Φ � V we define W := hs� j � 2 Φi 6 O(V ) to

be the associated reflection group of Φ. We can easily describe the

action of a reflection s� on V by the formula

s�� = �� h�; �i�

for all � 2 Φ and � 2 V . If Φ is crystallographic then we call W a

Weyl group.

Why Crystallographic?

Let Φ be crystallographic and consider ZΦ � V . If � 2 ZΦ then

s�� 2 ZΦ for all � 2 Φ. Hence s�(ZΦ) � ZΦ and so W preserves

the lattice ZΦ of V .
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Introduction Root Systems

Some quick observations and basic concepts

Every root system has an expression as a disjoint union

Φ = Φ+ t Φ� such that Φ� = �(Φ+), jΦ�j = jΦ+j and if �,

� 2 Φ+ such that � + � 2 Φ then � + � 2 Φ+. Call Φ+, (resp.

Φ�), a positive system, (resp. negative system).

A subset ∆ � Φ is a simple system if it is a vector space basis of

V and every root in Φ can be expressed as a linear combination

of elements of ∆ with either all positive or all negative

coefficients. (Note: fixing a positive system uniquely determines

a simple system and vice versa.)

We call j∆j the rank of Φ.

If � =
P


2∆ c

 2 Φ then we call
P


2∆ c
 the height of �.
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Introduction Basic Facts

Some special facts about root systems:

W is generated by the reflections si associated to the simple

roots �i 2 ∆ and has a Coxeter presentation.

We define a length function ` : W ! N such that `(1) = 0 and

`(w), for all w 6= 1, is the minimal number m such that w can

be expressed as a product of m simple reflections.

For a fixed simple system ∆ there is a unique element w0 2 W ,

known as the longest word, such that w 2
0 = 1 and w0(Φ+) = Φ�.

Some special facts about crystallographic root systems:

We have h�; �ih�; �i 2 f0; 1; 2; 3; 4g. Consequently the angle

between two distinct roots must be �=2, �=3, �=4, �=6, 2�=3,

3�=4 or 5�=6 and also mij 2 f2; 3; 4; 6g where (sisj)
mij = 1.

There are at most two distinct root lengths in Φ with the ratio

j�j2 : j�j2 being 1 : 1, 2 : 1 or 3 : 1.
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Classification of Crystallographic Root Systems Rank 2 Crystallographic Root Systems

When Φ is of rank 2 we know that a simple system forms a basis for

R2. Hence it is easy to draw pictures of the rank 2 crystallographic

root systems.

A1�A1 A2

B2 G2
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Classification of Crystallographic Root Systems Dynkin Diagrams

We want a nice way to determine all crystallographic root systems.

To do this we encode the information of Φ in a graph called the

Dynkin diagram of Φ. This is a graph whose nodes are labelled by

simple roots. We then connect the nodes by h�i ; �jih�j ; �ii edges

for all simple roots �i ; �j .

Example

Consider the dihedral group D8. The root system Φ affording D8 as a

reflection group has two simple roots f�; �g such that

h�; �ih�; �i = 2. Choosing � to be the short root we have the

Dynkin diagram of Φ is given by

� �

We call Φ irreducible if its Dynkin diagram is connected.
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Classification of Crystallographic Root Systems Dynkin Diagrams

The Dynkin Diagrams of the irreducible crystallographic root systems.

An

Bn

Cn

Dn

E6

E7

E8

F4

G2

1 2 n � 2 n � 1 n

1 2 n � 2 n � 1 n

1 2 n � 2 n � 1 n

1 2 n � 3 n � 2

n � 1

n

1

2

3 4 5 6

1

2

3 4 5 6 7

1

2

3 4 5 6 7 8

1 2 3 4

1 2
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The Bruhat Ordering on W Definition

We would like to consider a way to partially order the elements of W

using the length function. There are in fact many ways to put a

partial order on W . However the most useful for our purposes is

known as the Bruhat order.

Definition

Let Φ be a root system with set of reflections T = fs� j � 2 Φg,

(not just simple reflections), and associated reflection group W . For

all w ;w 0 2 W we write w 0 ! w if there exists t 2 T such that

w = w 0t with `(w) > `(w 0). Then define w < w 0 if there is a

sequence w 0 = w0 ! w1 ! � � � ! wm = w . We call the relation <

the Bruhat order.
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The Bruhat Ordering on W Example

Let Φ = f��;��;�(� + �);�(� + 2�)g be the root system of type

B2, such that � is the short root. We have already seen that the

associated Weyl group generated by the reflections s�, s� is the

dihedral group D8. There are four reflections associated to these

roots, namely T = fs�; s�; s�s�s�; s�s�s�g.

We now consider the Hasse diagram of the Bruhat ordering on D8.

s� s�s� s�s�s�

1 s�s�s�s�

s� s�s� s�s�s�
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Hecke Algebras Definitions

Definition

Let A := Z[q; q�1], (Laurant polynomial ring with indeterminate q),

and let W = W (S) be a Coxeter group. The (generic) Hecke algebra

associated with W is the free A-module H with basis Tw , (w 2 W ),

satisfying the relations

TsTw = Tsw if `(sw) > `(w);

T 2
s = (q � 1)Ts + qT1:

This gives rise to a unique associative algebra structure.

Sometimes we replace A by Z[q1=2; q�1=2] to help with computations.

Taylor & Clarke (Abdn & Cam) Kazhdan-Lusztig Polynomials Skye, May 2010 15 / 23



Hecke Algebras Definitions

Specialisation

Let � 2 C. Consider the tensor product

C
A H

where C is an A-module via f � � = f (�)� for f 2 A; � 2 C.

This is a jW j-dimensional C-algebra.

E.g. when � = 1, we get C
A H �= C[W ]. In fact the same is true

when � has infinite order in C.

When � is a root of unity, it may be that C
A H is non-semisimple.

These specialied algebras occur naturally in the representation theory

of finite groups of Lie type (Iwahori’s theorem).
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Hecke Algebras Inversion of Standard Basis Elements

From now on we only treat the generic case. Recall the relations:

TsTw = Tsw if `(sw) > `(w);

T 2
s = (q � 1)Ts + qT1:

Theorem

For all w 2 W, Tw is invertible and its inverse is given by

(Tw�1)�1 = (�1)`(w)q�`(w)
X

x�w

(�1)`(x)Rx ;w (q)Tx ;

where Rx ;w (q) 2 Z[q] is a polynomial of degree `(w)� `(x) in q (an

R-polynomial), and Rw ;w (q) = 1.

Taylor & Clarke (Abdn & Cam) Kazhdan-Lusztig Polynomials Skye, May 2010 17 / 23



Hecke Algebras Computing R-Polynomials

Algorithm for Computing Rx ;w

Let x ;w 2 W . Rx ;w = 0 unless x � w , while Rw ;w = 1 for all

w 2 W , so assume x < w .

Proceed by induction: assume Ry ;z known for `(z) � `(w), then

fix s 2 S such that sw < w .

1 If sx < x then Rx ;w = Rsx ;sw .

2 If sx > x then Rx ;w = (q � 1)Rx ;sw + qRsx ;sw .
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Kazhdan-Lusztig polynomials The Kazhdan-Lusztig Basis

We define an involution � : H ! H by extending additively

� : f (q) 7! f (q�1) for f (q) 2 A = Z[q; q�1];

� : Tw 7! (Tw�1)�1 for w 2 W :

Theorem (Kazhdan-Lusztig (1979))

For each w 2 W, there exists a unique element Cw 2 H with the

following properties:

1 �(Cw ) = Cw

2 Cw = (�1)`(w)q
`(w)

2
P

(�1)`(x)q�`(x)Px ;w (q�1)Tx

(sum over x � w), where Pw ;w (q) = 1 and Px ;w (q) 2 Z[q] has

degree � 1
2
(`(w)� `(x)� 1) if x < w.

These Cw form a basis of H known as the Kazhdan-Lusztig basis.
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Kazhdan-Lusztig polynomials Computing Kazhdan-Lusztig Polynomials

Algorithm for computing Px ;w

Let x ;w 2 W .

Px ;w = 0 unless x � w , while Pw ;w = 1 for all w 2 W , so

assume x < w .

Proceed by induction: assume Py ;w known for x < y � w .

Then the formula

q`(w)�`(x)Px ;w (q�1)� Px ;w (q) =
X

x<y�w

Rx ;yPy ;w

yields Px ;w uniquely.

Solving only basic linear relations on coeffiecients required for the

latter.
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Kazhdan-Lusztig polynomials Computing Kazhdan-Lusztig Polynomials

Computational shortcuts for R-polynomials

Rx ;w (1) = 0 unless x = w .

W finite ) Rx ;w = Rw0w ;w0x for all x � w .

If � : W ! W is an isomorphism, such that �(S) = S , then

Rx ;w = R�(x);�(w).

Computational shortcuts for K-L polynomials

Px ;w (0) = 1 for all x � w .

0 � `(w)� `(x) � 2 ) Px ;w = 1.
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Kazhdan-Lusztig polynomials Example: D8

Example (D8)

Let’s compute R1;s� . We pick s = s� so that we are in case 2. Then

R1;s� = (q � 1)R1;1 + qRs�;1 = q � 1.

Now for R1;s�s� . We pick s = s� so that we are in case 2 again.

Then R1;s�s� = (q � 1)R1;s� + qRs�;s� = (q � 1)2.

Now for Rs�;s�s� . We pick s = s� but now we are in case 1. Then

Rs�;s�s� = R1;s� = q � 1.

In fact it turns out that Rx ;w depends only on `(w)� `(x):

`(w)� `(x) Rx ;w

0 1

1 q � 1

2 q2
� 2q + 1

3 q3
� 2q2 + 2q � 1

4 q4
� 2q3 + 2q2

� 2q + 1
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Kazhdan-Lusztig polynomials Example: D8

Example (D8 continued)

Now for the K-L polynomials Px ;w . Recall that we need only

consider `(w)� `(x) = 3 or 4.

For P1;s�s�s� , the formula becomes

q3Px ;w (q�1)� Px ;w (q) =
X

x<y�w

Rx ;y ;

which yields that P1;s�s�s� = 1.

Similarly we find that all K-L polynomials are 1 for this group.
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