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Stuttgart, Mai 2023





Bibliography

[1] M. Artin, Algebra, Prentice-Hall, 1991.
[2] C. T. Benson and L. C. Grove, Finite reflection groups, Graduate

Texts in Mathematics, vol. 99, Springer-Verlag, New York-Berlin,
1971, 1985.
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Chapter 1

Introducing Lie algebras

This chapter introduces Lie algebras and describes some fundamental
constructions related to them, e.g., representations and derivations.
This is illustrated with a number of examples, most notably certain
matrix Lie algebras. As far as the general theory is concerned, we
will arrive at the point where we can single out the important class
of “semisimple” Lie algebras.

Throughout this chapter, k denotes a fixed base field. All vector
spaces will be understood to be vector spaces over this field k. We use
standard notions from Linear Algebra: dimension (finite or infinite),
linear and bilinear maps, matrices, eigenvalues. Everything else will
be formally defined but we will assume a basic familiarity with general
algebraic constructions, e.g., substructures and homomorphisms.

1.1. Non-associative algebras

Let A be a vector space (over k). If we are also given a bilinear map

A×A→ A, (x, y) 7→ x · y,

then A is called an algebra (over k). Familiar examples from Linear
Algebra are the algebra A = Mn(k) of all n × n-matrices with en-
tries in k (and the usual matrix product), or the algebra A= k[T ]
of polynomials with coefficients in k (where T denotes an indeter-
minate). In these examples, the product in A is associative; in the
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6 1. Introducing Lie algebras

second example, the product is also commutative. But for us here,
the term “algebra” does not imply any further assumptions on the
product in A (except bi-linearity). — If the product in A happens to
be associative (or commutative or . . .), then we say explicitly that A
is an “associative algebra” (or “commutative algebra” or . . .).

The usual basic algebraic constructions also apply in this general
setting. We will not completely formalize all this, but assume that
the reader will fill in some (easy) details if required. Some examples:
• If A is an algebra and B ⊆ A is a subspace, then B is called

a subalgebra if x · y ∈ B for all x, y ∈ B. In this case, B itself is
an algebra (with product given by the restriction of A × A → A to
B ×B). One easily checks that, if {Bi}i∈I is a family of subalgebras
(where I is any indexing set), then

⋂
i∈I Bi is a subalgebra.

• If A is an algebra and B ⊆ A is a subspace, then B is called an
ideal if x · y ∈ B and y · x ∈ B for all x ∈ A and y ∈ B. In particular,
B is a subalgebra in this case. Furthermore, the quotient vector space
A/B = {x+B | x ∈ A} is an algebra with product given by

A/B ×A/B → A/B, (x+B, y +B) 7→ x · y +B.

(One checks as usual that this product is well-defined and bilinear.)
Again, one easily checks that, if {Bi}i∈I is a family of ideals (where
I is any indexing set), then

⋂
i∈I Bi is an ideal.

• If A,B are algebras, then a linear map ϕ : A → B is called an
algebra homomorphism if ϕ(x ·y) = ϕ(x)∗ϕ(y) for all x, y ∈ A. (Here,
“·” is the product in A and “∗” is the product in B.) If, furthermore,
ϕ is bijective, then we say that ϕ is an algebra isomorphism. In this
case, the inverse map ϕ−1 : B → A is also an algebra homomorphism
and we write A ∼= B (saying that A and B are isomorphic).
• If A,B are algebras and ϕ : A → B is an algebra homomor-

phism, then the kernel ker(ϕ) is an ideal in A and the image ϕ(A) is
a subalgebra of B. Furthermore, we have a canonical induced homo-
morphism ϕ̄ : A/ ker(ϕ) → B, x + ker(ϕ) 7→ ϕ(x), which is injective
and whose image equals ϕ(A). Thus, we have A/ ker(ϕ) ∼= ϕ(A).

Some further pieces of general notation. If V is a vector space
and X ⊆ V is a subset, then we denote by 〈X〉k ⊆ V the subspace
spanned by X. Now let A be an algebra. Given X ⊆ A, we denote by
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〈X〉alg ⊆ A the subalgebra generated by X, that is, the intersection
of all subalgebras of A which contain X. One easily checks that
〈X〉alg = 〈X̂〉k where X̂ =

⋃
n>1Xn and the subsets Xn ⊆ A are

inductively defined by X1 := X and

Xn := {x · y | x ∈ Xi, y ∈ Xn−i for 1 6 i 6 n− 1} for n > 2.

Thus, the elements in Xn are obtained by taking the iterated prod-
uct, in any order, of n elements of X. We call the elements of Xn

monomials in X (of level n). For example, if X = {x, y, z}, then
((z · (x ·y)) ·z) · ((z ·y) · (x ·x)) is a monomial of level 8 and, in general,
we have to respect the parentheses in working with such products.

Example 1.1.1. Let M be a non-empty set and µ : M ×M → M

be a map. Then the pair (M,µ) is called a magma. Now the set
of all functions f : M → k is a vector space over k, with pointwise
defined addition and scalar multiplication. Let k[M ] be the subspace
consisting of all f : M → k such that {x ∈ M | f(x) 6= 0} is finite.
For x ∈ M , let εx ∈ k[M ] be defined by εx(y) = 1 if x = y and
εx(y) = 0 if x 6= y. Then one easily sees that {εx | x ∈M} is a basis
of k[M ]. Furthermore, we can uniquely define a bilinear map

k[M ]× k[M ]→ k[M ] such that (εx, εy) 7→ εµ(x,y).

Then A = k[M ] is an algebra, called the magma algebra of M over k.

Example 1.1.2. Let r > 1 and A1, . . . , Ar be algebras (all over k).
Then the cartesian product A := A1× . . .×Ar is a vector space with
component-wise defined addition and scalar multiplication. But then
A also is an algebra with product

A×A→ A,
(
(x1, . . . , xr), (y1, . . . , yr)

)
7→ (x1 · y1, . . . , xr · yr),

where, in order to simplify the notation, we denote the product in each
Ai by the same symbol “·”. For a fixed i, we have an injective algebra
homomorphism ιi : Ai → A sending x ∈ Ai to (0, . . . , 0, x, 0, . . . , 0) ∈
A (where x appears in the i-th position). If Ai ⊆ A denotes the image
of ιi, then we have a direct sum A = A1 ⊕ . . . ⊕ Ar where each Ai
is an ideal in A and, for i 6= j, we have x · y = 0 for all x ∈ Ai and
y ∈ Aj . The algebra A is called the direct product of A1, . . . , Ar.

Remark 1.1.3. Let A be an algebra. For x ∈ A, we have linear
maps Lx : A→ A, y 7→ x · y, and Rx : A→ A, y 7→ y · x. Then note:
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A is associative ⇔ Lx ◦Ry = Ry ◦ Lx for all x, y ∈ A.

This simple observation is a useful “trick” in proving certain identi-
ties. Here is one example. For x ∈ A, we denote adA(x) := Lx−Rx ∈
End(A). Thus, adA(x)(y) = x ·y−y ·x for all x, y ∈ A. The following
result may be regarded as a generalised binomial formula; it will turn
out to be useful at several places in the sequel.

Lemma 1.1.4. Let A be an associative algebra with identity ele-
ment 1A. Let x, y ∈ A, a, b ∈ k and n > 0. Then

(x+ (a+ b)1A)n · y

=
n∑
i=0

(
n

i

)
(adA(x) + b idA)i(y) · (x+ a 1A)n−i.

(Here, idA : A→ A denotes the identity map.)

Proof. As above, we have adA(x) = Lx−Rx. Now Lx+(a+b)1A(y) =
x · y + (a+ b)y = (Lx + (a+ b)idA)(y) for all y ∈ A and so

Lx+(a+b)1A = Lx + (a+ b)idA = (Rx + a idA) + (adA(x) + b idA).

Since A is associative, Lx and Rx commute with each other and,
hence, adA(x) commutes with both Lx and Rx. Consequently, the
maps adA(x) + b idA and Rx+a1A = Rx + a idA commute with each
other. Hence, working in End(A), we can apply the usual binomial
formula to Lx+(a+b)1A = Rx+a1A + (adA(x) + b idA) and obtain:

Lnx+(a+b)1A =
n∑
i=0

(
n

i

)
Rn−ix+a1A ◦ (adA(x) + b idA)i.

Evaluating at y yields the desired formula. �

After these general considerations, we now introduce the partic-
ular (non-associative) algebras that we are interested in here.

Definition 1.1.5. Let A be an algebra (over k), with product x · y
for x, y ∈ A. We say that A is a Lie algebra if this product has the
following two properties:

• (Anti-symmetry) We have x ·x = 0 for all x ∈ A. Note that,
using bi-linearity, this implies x · y = −y · x for all x, y ∈ A.
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• (Jacobi identity) We have x · (y · z) +y · (z ·x) + z · (x ·y) = 0
for all x, y, z ∈ A.

The above two rules imply the formula x · (y · z) = (x ·y) · z+y · (x · z)
which has some resemblance to the rule for differentiating a product.

Usually, the product in a Lie algebra is denoted by [x, y] (instead
of x · y) and called bracket. So the above formulae read as follows.

[x, x] = 0 and [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.

Usually, we will use the symbol “L” (or “g”) to denote a Lie algebra.

Example 1.1.6. Let L = R3 (row vectors). Let (x, y) be the usual
scalar product of x, y ∈ R3, and x×y be the “vector product” (perhaps
known from a Linear Algebra course). That is, given x = (x1, x2, x3)
and y = (y1, y2, y3) in L, we have x× y = (v1, v2, v3) ∈ L where

v1 = x2y3 − x3y2, v2 = x3y1 − x1y3, v3 = x1y2 − x2y1.

One easily verifies the “Grassmann identity” x× (y × z) = (x, z) y −
(x, y) z for x, y, z ∈ R3. Setting [x, y] := x× y for x, y ∈ L, a straight-
forward computation shows that L is a Lie algebra over k = R.

Example 1.1.7. Let L be a Lie algebra. If V ⊆ L is any subspace,
the normalizer of V is defined as

IL(V ) := {x ∈ L | [x, v] ∈ V for all v ∈ V }.

Clearly, IL(V ) is a subspace of L. We claim that IL(V ) is a Lie
subalgebra of L. Indeed, let x, y ∈ IL(V ) and v ∈ V . By the Jacobi
identity and anti-symmetry, we have

[[x, y], v] = −[v, [x, y]] = [x, [y, v]︸︷︷︸
∈V

]− [y, [x, v]︸ ︷︷ ︸
∈V

] ∈ V.

If V is a Lie subalgebra, then V ⊆ IL(V ) and V is an ideal in IL(V ).

Exercise 1.1.8. Let L be a Lie algebra and X ⊆ L be a subset.
(a) Let V ⊆ L be a subspace such that [x, v] ∈ V for all x ∈ X

and v ∈ V . Then show that [y, v] ∈ V for all y ∈ 〈X〉alg and v ∈ V .
Furthermore, if X ⊆ V , then 〈X〉alg ⊆ V .

(b) Let I := 〈X〉alg ⊆ L. Assume that [y, x] ∈ I for all x ∈ X,
y ∈ L. Then show that I is an ideal of L.
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(c) Let L′ be a further Lie algebra and ϕ : L → L′ be a linear
map. Assume that L = 〈X〉alg. Then show that ϕ is a Lie algebra
homomorphism if ϕ([x, y]) = [ϕ(x), ϕ(y)] for all x ∈ X and y ∈ L.

Example 1.1.9. (a) Let V be a vector space. We define [x, y] := 0
for all x, y ∈ V . Then, clearly, V is a Lie algebra. A Lie algebra in
which the bracket is identically 0 is called an abelian Lie algebra.

(b) Let A be an algebra that is associative. Then we define a new
product on A by [x, y] := x · y − y · x for all x, y ∈ A. Clearly, this is
bilinear and we have [x, x] = 0; furthermore, for x, y, z ∈ A, we have

[x, [y, z]]+[y, [z, x]] + [z, [x, y]]
= [x, y · z − z · y] + [y, z · x− x · z] + [z, x · y − y · x]
= x · (y · z − z · y)− (y · z − z · y) · x

+ y · (z · x− x · z)− (z · x− x · z) · y
+ z · (x · y − y · x)− (x · y − y · x) · z.

By associativity, we have x ·(y ·z) = (x ·y) ·z and so on. We then leave
it to the reader to check that the above sum collapses to 0. Thus,
every associative algebra becomes a Lie algebra by this construction.

A particular role in the general theory is played by those algebras
that do not have non-trivial ideals. This leads to:

Definition 1.1.10. Let A be an algebra such that A 6= {0} and the
product of A is not identically zero. Then A is called a simple algebra
if {0} and A are the only ideals of A.

We shall see first examples in the following section.

Exercise 1.1.11. This exercise (which may be skipped on a first
reading) presents a very general method for constructing algebras
with prescribed properties. Recall from Example 1.1.1 the definition
of a magma. Given a non-empty set X, we want to define the “most
general magma” containing X, following Bourbaki [3, Chap. I, §7,
no. 1]. For this purpose, we define inductively sets Xn for n = 1, 2, . . .,
as follows. We set X1 := X. Now let n > 2 and assume that Xi is
already defined for 1 6 i 6 n − 1. Then define Xn to the disjoint
union of the sets Xi × Xn−i for 1 6 i 6 n − 1. Finally, we define
M(X) to be the disjoint union of all the sets Xn, n > 1.
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Now let w,w′ ∈ M(X). Since M(X) is the disjoint union of
all Xn, there are unique p, p′ > 1 such that w ∈ Xp and w′ ∈ Xp′ .
Let n := p+p′. By the definition of Xn, we have Xp×Xp′ ⊆ Xn. Then
define w ∗ w′ ∈ Xn to be the pair (w,w′) ∈ Xp ×Xp′ ⊆ Xn. In this
way, we obtain a product M(X)×M(X)→M(X), (w,w′) 7→ w ∗w′.
So M(X) is a magma, called the free magma on X.

Thus, one may think of the elements of M(X) as arbitrary “non-
associative words” formed using X. For example, if X = {a, b}, then
(a∗b)∗a, (b∗a)∗a, a∗ (b∗a), (a∗ (a∗b))∗b, (a∗a)∗ (b∗b) are pairwise
distinct elements of M(X); and all elements of M(X) are obtained
by forming such products.

(a) Show the following universal property of the free magma. For
any magma (N, ν) and any map ϕ : X → N , there exists a unique map
ϕ̂ : M(X)→ N such that ϕ̂|X = ϕ and ϕ̂ is a magma homomorphism
(meaning that ϕ̂(w ∗ w′) = ν(ϕ̂(w), ϕ̂(w′)) for all w,w′ ∈M(X)).

(b) As in Example 1.1.1, let Fk(X) := k[M(X)] be the magma
algebra over k of the free magma M(X). Note that, as an algebra,
Fk(X) is generated by {εx | x ∈ X}. We denote the product of two
elements a, b ∈ Fk(X) by a · b. Let I be the ideal of Fk(X) which is
generated by all elements of the form

a · a or a · (b · c) + b · (c · a) + c · (a · b),

for a, b, c ∈ Fk(X). (Thus, I is the intersection of all ideals of Fk(X)
that contain the above elements.) Let L(X) := Fk(X)/I and ι : X →
L(X), x 7→ εx + I. Show that L(X) is a Lie algebra over k which has
the following universal property. For any Lie algebra L′ over k and
any map ϕ : X → L′, there exists a unique Lie algebra homomorphism
ϕ̂ : L(X)→ L′ such that ϕ = ϕ̂ ◦ ι. Deduce that ι is injective.

The Lie algebra L(X) is called the free Lie algebra over X. By
taking factor algebras of L(X) by an ideal, we can construct Lie al-
gebras in which prescribed relations hold. (See, e.g., Exercise 1.2.11.)

1.2. Matrix Lie algebras and derivations

We have just seen that every associative algebra can be turned into
a Lie algebra. This leads to the following concrete examples.
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Example 1.2.1. Let V be a vector space. Then End(V ) denotes as
usual the vector space of all linear maps ϕ : V → V . In fact, End(V ) is
an associative algebra where the product is given by the composition
of maps; the identity map idV : V → V is the identity element for
this product. Applying the construction in Example 1.1.9, we obtain
a bracket on End(V ) and so End(V ) becomes a Lie algebra, denoted
gl(V ). Thus, gl(V ) = End(V ) as vector spaces and

[ϕ,ψ] = ϕ ◦ ψ − ψ ◦ ϕ for all ϕ,ψ ∈ gl(V ).

Now assume that dimV <∞ and let B = {vi | i ∈ I} be a basis of V .
We denote by MI(k) the algebra of all matrices with entries in k and
rows and columns indexed by I, with the usual matrix product. For
ϕ ∈ End(V ), we denote by MB(ϕ) the matrix of ϕ with respect to B;
thus, MB(ϕ) = (aij)i,j∈I ∈MI(k) where ϕ(vj) =

∑
i∈I aijvi for all j.

Now applying the construction in Example 1.1.9, we obtain a bracket
on MI(k) and so MI(k) also becomes a Lie algebra, denoted glI(k).
Thus, glI(k) = MI(k) as vector spaces and

[X,Y ] = X · Y − Y ·X for all X,Y ∈ glI(k).

The map ϕ 7→MB(ϕ) defines an isomorphism of associative algebras
End(V ) ∼= MI(k). Consequently, this map also defines an isomor-
phism of Lie algebras gl(V ) ∼= glI(k). (Of course, if I = {1, . . . , n}
where n = dimV , then we write as usual Mn(k) and gln(k) instead
of MI(k) and glI(k), respectively.)

Example 1.2.2. Let gl(V ) be as in the previous example, where
dimV < ∞. Then consider the map Trace : gl(V ) → k which sends
each ϕ ∈ gl(V ) to the trace of ϕ (that is, the sum of the diagonal
entries of MB(ϕ), for some basis B = {vi | i ∈ I} of V ). Since
Trace(ϕ ◦ ψ) = Trace(ψ ◦ ϕ) for all ϕ,ψ ∈ gl(V ), we deduce that

sl(V ) := {ϕ ∈ gl(V ) | Trace(ϕ) = 0}

is a Lie subalgebra of gl(V ). (Note that sl(V ) is not a subalgebra with
respect to the matrix product!) Considering matrices as above, we
have analogous definitions of slI(k) and sln(k) (where I = {1, . . . , n}).

Exercise 1.2.3. Let L be a Lie algebra. If dimL = 1, then L is
clearly abelian. Now assume that dimL = 2 and that L is not abelian.
Show that L has a basis {x, y} such that [x, y] = y; in particular, 〈y〉k
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is a non-trivial ideal of L and so L is not simple. Show that L is
isomorphic to the following Lie subalgebra of gl2(k):{(

a b
0 0

) ∣∣∣ a, b ∈ k} .
In particular, if L is a simple Lie algebra, then dimL > 3.

Exercise 1.2.4. This is a reminder of a basic result from Linear
Algebra. Let V be a vector space and ϕ : V → V be a linear map.
Let v ∈ V . We say that ϕ is locally nilpotent at v if there exists some
d > 1 (which may depend on v) such that ϕd(v) = 0. We say that ϕ
is nilpotent if ϕd = 0 for some d > 1. Assume now that dimV <∞.

(a) Let X ⊆ V be a subset such that V = 〈X〉k. Assume that ϕ
is locally nilpotent at every v ∈ X. Show that ϕ is nilpotent.

(b) Show that, if ϕ is nilpotent, then there is a basis B of V such
that the matrix of ϕ with respect to B is triangular with 0 on the
diagonal; in particular, we have ϕdimV = 0 and the trace of ϕ is 0.

Example 1.2.5. Let L be a Lie algebra. In analogy to Remark 1.1.3
and Example 1.1.9(b), we define for x ∈ L the linear map

adL(x) : L→ L, y 7→ [x, y].

Hence, we obtain a linear map adL : L → End(L), x 7→ adL(x). By
the Jacobi identity and anti-symmetry, we have

adL([x, y])(z) = [[x, y], z] = −[z, [x, y]]
= [x, [y, z]] + [y, [z, x]] = [x, [y, z]]− [y, [x, z]]
= (adL(x) ◦ adL(y)− adL(y) ◦ adL(x))(z)

for all z ∈ L and so adL([x, y]) = [adL(x), adL(y)]. Thus, we obtain a
Lie algebra homomorphism adL : L→ gl(L). (See also Example 1.4.3
below.) The kernel of adL is called the center of L and will be denoted
by Z(L); thus, Z(L) is an ideal of L and

Z(L) = ker(adL) = {x ∈ L | [x, y] = 0 for all y ∈ L}.

Finally, for x, y, z ∈ L, we also have the identity

adL(z)([x, y]) = [z, [x, y]] = −[x, [y, z]]− [y, [z, x]]
= [x, [z, y]] + [[z, x], y] = [x, adL(z)(y)] + [adL(z)(x), y]

which shows that adL(z) is a derivation in the following sense.
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Definition 1.2.6. Let A be an algebra. A linear map δ : A → A is
called a derivation if δ(x · y) = x · δ(y) + δ(x) · y for all x, y ∈ A. Let
Der(A) be the set of all derivations of A. One immediately checks
that Der(A) is a subspace of End(A).

Exercise 1.2.7. Let A be an algebra.
(a) Show that Der(A) is a Lie subalgebra of gl(A).
(b) Let δ : A→ A be a derivation. Show that, for any n > 0, we

have the Leibniz rule

δn(x · y) =
n∑
i=0

(
n

i

)
δi(x) · δn−i(y) for all x, y ∈ A.

Derivations are a source for Lie algebras which do not arise from as-
sociative algebras as in Example 1.1.9; see Example 1.2.9 below. The
following construction with nilpotent derivations will play a major
role in Chapter 3.

Lemma 1.2.8. Let A be an algebra where the ground field k has
characteristic 0. If d : A → A is a derivation such that dn = 0 for
some n > 0 (that is, d is nilpotent), we obtain a map

exp(d) : A→ A, x 7→
∑

06i<n

di(x)
i!

=
∑
i>0

di(x)
i!

.

Then exp(d) is an algebra isomorphism, with inverse exp(−d).

Proof. Since di is linear for all i > 0, it is clear that exp(d) : A→ A

is a linear map. For x, y ∈ A, we have

exp(d)(x) · exp(d)(y) =
(∑
i>0

di

i!
(x)
)
·
(∑
j>0

dj

j!
(y)
)

=
∑
i,j>0

di

i!
(x) · d

j

j!
(y) =

∑
m>0

( ∑
i,j>0
i+j=m

di

i!
(x) · d

j

j!
(y)
)

=
∑
m>0

1
m!

( ∑
06i6m

(
m

i

)
di(x) · dm−i(y)

)
=
∑
m>0

dm

m!
(x · y),

where the last equality holds by the Leibniz rule. Hence, the right
side equals exp(d)(x · y). Thus, exp(d) is an algebra homomorphism.
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Now, we can also form exp(−d) and exp(0), where the definition
immediately shows that exp(0) = idA. So, for any x ∈ A, we obtain:

x = exp(0)(x) = exp(d+(−d))(x) =
∑
m>0

(d+(−d))m(x)
m!

.

Since d and −d commute with each other, we can apply the binomial
formula to (d+ (−d))m. So the right hand side evaluates to∑

m>0

1
m!

∑
i,j>0
i+j=m

m!
i! j!

(di◦(−d)j)(x) =
∑
i,j>0

(di◦(−d)j)(x)
i! j!

=
∑
i,j>0

di

i!

( (−d)j

j!
(x)
)

=
∑
i>0

di

i!

(∑
j>0

(−d)j

j!
(x)
)

=
∑
i>0

di

i!
(
exp(−d)(x)

)
= exp

(
exp(−d)(x)

)
.

Hence, we see that exp(d) ◦ exp(−d) = idA; similarly, exp(−d) ◦
exp(d) = idA. So exp(d) is invertible, with inverse exp(−d). �

Example 1.2.9. Let A = k[T, T−1] be the algebra of Laurent poly-
nomials in the indeterminate T . Let us determine Der(A). Since A =
〈T, T−1〉alg, the product rule for derivations implies that every δ ∈
Der(A) is uniquely determined by δ(T ) and δ(T−1). Now δ(1) =
δ(T · T−1) = Tδ(T−1) + δ(T )T−1. Since δ(1) = δ(1) + δ(1), we have
δ(1) = 0 and so δ(T−1) = −T−2δ(T ). Hence, we conclude:

(a) Every δ ∈ Der(A) is uniquely determined by its value δ(T ).

For m ∈ Z we define a linear map Lm : A→ A by

Lm(f) = −Tm+1D(f) for all f ∈ A,

where D : A → A denotes the usual formal derivate with respect
to T , that is, D is linear and D(Tn) = nD(Tn−1) for all n ∈ Z.
Now D ∈ Der(A) (by the product rule for formal derivates) and so
Lm ∈ Der(A). We have Lm(T ) = −Tm+1D(T ) = −Tm+1. Hence, if
δ ∈ Der(A) and δ(T ) =

∑
i aiT

i with ai ∈ k, then −δ and the sum∑
i aiLi−1 have the same value on T . So −δ must be equal to that

sum by (a). Thus, we have shown that

(b) Der(A) = 〈Lm | m ∈ Z〉k.
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In fact, {Lm | m ∈ Z} is a basis of Der(A). (Just apply a linear
combination of the Lm’s to T and use the fact that Lm(T ) = −Tm+1.)
Now let m,n ∈ Z. Using the bracket in gl(A), we obtain that

[Lm, Ln](T ) = (Lm ◦ Ln − Ln ◦ Lm)(T ) = . . . = (n−m)Tm+n+1,

which is also the result of (m−n)Lm+n(T ). By Exercise 1.2.7(a), we
have [Lm, Ln] ∈ Der(A). So (a) shows again that

(c) [Lm, Ln] = (m− n)Lm+n for all m,n ∈ Z.

Thus, Der(A) is an infinite-dimensional Lie subalgebra of gl(A), with
basis {Lm | m ∈ Z} and bracket determined as above; this Lie algebra
is called a Witt algebra (or centerless Virasoro algebra; see also the
notes at the end of this chapter).

Proposition 1.2.10. Let L = Der(A) be the Witt algebra in Exam-
ple 1.2.9. If char(k) = 0, then L is a simple Lie algebra.

Proof. Let I ⊆ L be a non-zero ideal and 0 6= x ∈ I. Then we
can write x = c1Lm1 + . . . + crLmr where r > 1, m1 < . . . < mr

and all ci ∈ k are non-zero. Choose x such that r is as small as
possible. We claim that r = 1. Assume, if possible, that r > 2.
Since [L0, Lm] = −mLm for all m ∈ Z, we obtain that [L0, x] =
−c1m1Lm1 − . . .− crmrLmr ∈ I. Hence,

mrx+ [L0, x] = c1(mr −m1)Lm1 + . . .+ cr−1(mr −mr−1)Lmr−1

is a non-zero element of I, contradiction to the minimality of r. Hence,
r = 1 and so Lm1 ∈ I. Now [Lm−m1 , Lm1 ] = (m − 2m1)Lm and so
Lm ∈ I for all m ∈ Z, m 6= 2m1. But [Lm1+1, Lm1−1] = 2L2m1 and
so we also have L2m1 ∈ I. Hence, we do have I = L, as desired. �

Exercise 1.2.11. Let L = sl2(k), as in Example 1.2.2. Then dimL =
3 and L has a basis {e, h, f} where

e =
(

0 1
0 0

)
, h =

(
1 0
0 −1

)
, f =

(
0 0
1 0

)
.

(a) Check that [e, f ] = h, [h, e] = 2e, [h, f ] = −2f . Show that L is
simple if char(k) 6= 2. What happens if char(k) = 2? Consider also
the Lie algebra L′ in Example 1.1.6. Is L′ ∼= sl2(R)? Is L′ simple?
What happens if we work with C instead of R?
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(b) Let L̂ be the free Lie algebra over the set X = {E,H,F}; see
Exercise 1.1.11. Let I ⊆ L̂ be the ideal generated by [E,F ] − H,
[H,E]−2E, [H,F ]+2F (that is, the intersection of all ideals contain-
ing those elements). By the universal property, there is a unique ho-
momorphism of Lie algebras ϕ : L̂→ L such that ϕ(E) = e, ϕ(H) = h

and ϕ(F ) = f . By (a), we have I ⊆ ker(ϕ). Show that the induced
homomorphism ϕ̄ : L̂/I → L is an isomorphism.

Exercise 1.2.12. (a) Show that Z(gln(k)) = {aIn | a ∈ k} (where
In denotes the n× n-identity matrix). What happens for Z(sln(k))?

(b) Let X ⊆ L be a subset. Let z ∈ L be such that [x, z] = 0 for
all x ∈ X. Then show that [y, z] = 0 for all y ∈ 〈X〉alg.

Exercise 1.2.13. This exercise describes a useful method for con-
structing new Lie algebras out of two given ones. So let S, I be Lie al-
gebras over k and θ : S → Der(I), s 7→ θs, be a homomorphism of Lie
algebras. Consider the vector space L = S×I = {(s, x) | s ∈ S, x ∈ I}
(with component-wise defined addition and scalar multiplication).
For s1, s2 ∈ S and x1, x2 ∈ I we define

[(s1, x1), (s2, x2)] :=
(
[s1, s2], [x1, x2] + θs1(x2)− θs2(x1)

)
.

Show that L is a Lie algebra such that L = S ⊕ I, where

S := {(s, 0) | s ∈ S} ⊆ L is a subalgebra,
I := {(0, x) | x ∈ I} ⊆ L is an ideal.

We also write L = S nθ I and call L the semidirect product of I
by S (via θ). If θ(s) = 0 for all s ∈ S, then [(s1, x1), (s2, x2)] =
([s1, s2], [x1, x2]) for all s1, s2 ∈ S and x1, x2 ∈ I. Hence, in this case,
L is the direct product of S and I, as in Example 1.1.2.

Exercise 1.2.14. Let A be an algebra where the ground field k has
characteristic 0. Let d : A → A and d′ : A → A be nilpotent deriva-
tions such that d ◦ d′ = d′ ◦ d. Show that d + d′ also is a nilpotent
derivation and that exp(d+ d′) = exp(d) ◦ exp(d′).

Exercise 1.2.15. This exercise gives a first outlook to some con-
structions that will be studied in much greater depth and generality
in Chapter 3. Let L ⊆ gl(V ) be a Lie subalgebra, where V is a finite-
dimesional C-vector space. Let Aut(L) be the group of all Lie algebra
automorphisms of L.
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(a) Assume that a ∈ L is nilpotent (as linear map a : V → V ).
Then show that the linear map adL(a) : L → L is nilpotent. (Hint:
use the “trick” in Remark 1.1.3.) Is the converse also true?

(b) Let L = sl2(C) with basis elements e, h, f as in Exercise 1.2.11.
Note that e and f are nilpotent matrices. Hence, by (a), the deriva-
tions adL(e) : L → L and adL(f) : L → L are nilpotent. Conse-
quently, t adL(e) and t adL(f) are nilpotent derivations for all t ∈ C.
By Lemma 1.2.8, we obtain Lie algebra automorphisms

exp
(
t adL(e)

)
: L→ L and exp

(
t adL(f)

)
: L→ L;

we will denote these by x(t) and y(t), respectively. Determine the
matrices of these automorphisms with respect to the basis {e, h, f}
of L. Check that x(t+ t′) = x(t)x(t′) and y(t+ t′) = y(t)y(t′) for all
t, t′ ∈ C. The subgroup G := 〈x(t), y(t′) | t, t′ ∈ C〉 ⊆ Aut(L) is called
the Chevalley group associated with the Lie algebra L = sl2(C). The
elements of G are completely described as follows. First, compute the
matrices of the following elements of G, where u ∈ C×:

w(u) := x(u)y(−u−1)x(u) and h(u) := w(u)w(−1).

Check the relations w(u)x(t)w(u)−1 = y(−u−2t) and h(u)h(u′) =
h(u′)h(u) for all t ∈ C and u, u′ ∈ C×. In particular, we have

G = 〈x(t), w(u) | t ∈ C, u ∈ C×〉.

Finally, show that every element g ∈ G can be written uniquely as
either g = x(t)h(u) (with t ∈ C and u ∈ C×) or g = x(t)w(u)x(t′)
(with t, t′ ∈ C and u ∈ C×).

1.3. Solvable and semisimple algebras
ab hier Woche 2

Let A be an algebra. If U, V ⊆ A are subspaces, then we denote

U · V := 〈u · v | u ∈ U, v ∈ V 〉k ⊆ A.

In general, U · V will only be a subspace of A, even if U , V are
subalgebras or ideals. On the other hand, taking U = V = A, then

A2 := A ·A = 〈x · y | x, y ∈ A〉k
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clearly is an ideal of A, and the induced product on A/A2 is identically
zero. So we can iterate this process: Let us set A(0) := A and then

A(1) := A2, A(2) := (A(1))2, A(3) := (A(2))2, . . . .

Thus, we obtain a chain of subalgebras A = A(0) ⊇ A(1) ⊇ A(2) ⊇ . . .
such that A(i+1) is an ideal in A(i) for all i and the induced product
on A(i)/A(i+1) is identically zero. An easy induction on j shows that
A(i+j) = (A(i))(j) for all i, j > 0.

Definition 1.3.1. We say that A is a solvable algebra if A(m) = {0}
for some m > 0 (and, hence, A(l) = {0} for all l > m.)

Note that the above definitions are only useful if A does not have
an identity element which is, in particular, the case for Lie algebras
by the anti-symmetry condition in Definition 1.1.5.

Example 1.3.2. (a) All Lie algebras of dimension 6 2 are solvable;
see Exercise 1.2.3.

(b) Let n > 1 and bn(k) ⊆ gln(k) be the subspace consisting
of all upper triangular matrices, that is, all (aij)16i,j6n ∈ gln(k)
such that aij = 0 for all i > j. Since the product of two upper
triangular matrices is again upper triangular, it is clear that bn(k)
is a Lie subalgebra of gln(k). An easy matrix calculation shows that
bn(k)(1) = [bn(k), bn(k)] consists of upper tiangular matrices with 0
on the diagonal. More generally, bn(k)(r) for 1 6 r 6 n consists of
upper triangular matrices (aij) such that aij = 0 for all i 6 j < i+ r.
In particular, we have bn(k)(n) = {0} and so bn(k) is solvable.

Exercise 1.3.3. For a fixed 0 6= δ ∈ k, we define

Lδ :=

{(
a b 0
0 0 0
0 c aδ

) ∣∣∣ a, b, c ∈ k} ⊆ gl3(k).

Show that Lδ is a solvable Lie subalgebra of gl3(k), where [Lδ, Lδ] is
abelian. Show that, if Lδ ∼= Lδ′ , then δ = δ′ or δ−1 = δ′. Hence,
if |k| = ∞, then there are infinitely many pairwise non-isomorphic
solvable Lie algebras of dimension 3. (See [11, Chap. 3] for a further
discussion of “low-dimensional” examples of solvable Lie algebras.)
[Hint. A useful tool to check that two Lie algebras cannot be isomorphic is as fol-
lows. Let L1, L2 be finite-dimensional Lie algebras over k. Let ϕ : L1 → L2 be an
isomorphism. Show that ϕ ◦ adL1 (x) = adL2 (ϕ(x)) ◦ ϕ for x ∈ L1. Deduce that
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adL1 (x) : L1 → L1 and adL2 (ϕ(x)) : L2 → L2 must have the same characteristic poly-
nomial. Try to apply this with the element x ∈ Lδ where a = 1, b = c = 0.]

Exercise 1.3.4. Let L be a Lie algebra over k with dimL = 2n+ 1,
n > 1. Suppose that L has a basis {z} ∪ {ei, fi | 1 6 i 6 n} such
that [ei, fi] = z for 1 6 i 6 r and all other Lie brackets between
basis vectors are 0. Then L is called a Heisenberg Lie algebra (see
[25, §1.4] for further background). Check that [L,L] = Z(L) = 〈z〉k;
in particular, L is solvable. Show that, for n = 1,

L :=

{( 0 a b
0 0 c
0 0 0

) ∣∣∣ a, b, c ∈ k} ⊆ gl3(k)

is a Heisenberg Lie algebra; find a basis {z} ∪ {e1, f1} as above.

Lemma 1.3.5. Let A be an algebra.

(a) Let B be an algebra and ϕ : A → B be a surjective algebra
homomorphism. Then ϕ(A(i)) = B(i) for all i > 0.

(b) Let B ⊆ A be a subalgebra. Then B(i) ⊆ A(i) for all i > 0.
(c) Let I ⊆ A be an ideal. Then A is solvable if and only if I

and A/I are solvable.

Proof. (a) Induction on i. If i = 0, then this holds by assumption.
Let i > 0. Then ϕ(A(i+1)) = ϕ(A(i) ·A(i)) = 〈ϕ(x)·ϕ(y) | x, y ∈ A(i)〉k
which equals B(i) ·B(i) since ϕ(A(i)) = B(i) by induction.

(b) Induction on i. If i = 0, then this is clear. Now let i > 0. By
induction, B(i) ⊆ A(i) and so B(i+1) = (B(i))2 ⊆ (A(i))2 = A(i+1).

(c) If A is solvable, then I and A/I are solvable by (a), (b).
Conversely, let m, l > 0 be such that I(l) = {0} and (A/I)(m) = {0}.
Let ϕ : A→ A/I be the canonical map. Then ϕ(A(m)) = (A/I)(m) =
{0} by (a), hence, A(m) ⊆ ker(ϕ) = I. Using (b), we obtain A(m+l) =
(A(m))(l) ⊆ I(l) = {0} and so A is solvable. �

Corollary 1.3.6. Let A be an algebra with dimA < ∞. Then the
set of all solvable ideals of A is non-empty and contains a unique
maximal element (with respect to inclusion). This unique maximal
solvable ideal will be denoted rad(A) and called the radical of A. We
have rad(A/rad(A)) = {0}.
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Proof. First note that {0} is a solvable ideal of A. Now let I ⊆ A be
a solvable ideal such that dim I is as large as possible. Let J ⊆ A be
another solvable ideal. Clearly, B := {x+y | x ∈ I, y ∈ J} ⊆ A also is
an ideal. We claim that B is solvable. Indeed, we have I ⊆ B and so I
is a solvable ideal of B; see Lemma 1.3.5(b). Let ϕ : B → B/I be the
canonical map. By restriction, we obtain an algebra homomorphism
ϕ′ : J → B/I, x 7→ x+I. By the definition of B, this map is surjective.
Hence, since J is solvable, then so is B/I by Lemma 1.3.5(a). But
then B itself is solvable by Lemma 1.3.5(c). Hence, since dim I was
maximal, we must have B = I and so J ⊆ I. Thus, I = rad(A) is the
unique maximal solvable ideal of A.

Now consider B := A/rad(A) and the canonical map ϕ : A→ B.
Let J ⊆ B be a solvable ideal. Then ϕ−1(J) is an ideal of A containing
rad(A). Now ϕ−1(J)/rad(A) ∼= J is solvable. Hence, ϕ−1(J) itself is
solvable by Lemma 1.3.5(c). So ϕ−1(J) = rad(A) and J = {0}. �

Now let L be a Lie algebra with dimL <∞.

Definition 1.3.7. We say that L is a semisimple Lie algebra if
rad(L) = {0}. By Corollary 1.3.6, L itself or L/rad(L) is semisimple.

Note that L = {0} is considered to be semisimple. Clearly, simple
Lie algebras are semisimple. For example, L = sl2(C) is semisimple.

Remark 1.3.8. Since the center Z(L) is an abelian ideal of L, we
have Z(L) ⊆ rad(L). Hence, if L semisimple, then Z(L) = {0} and
so the homomorphism adL : L → gl(L) in Example 1.2.5 is injective.
Thus, if L is semisimple and n = dimL, then L is isomorphic to a Lie
subalgebra of gln(k) ∼= gl(L).

Lemma 1.3.9. Let H ⊆ L be an ideal. Then H(i) is an ideal of L
for all i > 0. In particular, if H 6= {0} is solvable, then there exists a
non-zero abelian ideal I ⊆ L with I ⊆ H.

Proof. To show that H(i) is an ideal for all i, we use induction on i. If
i = 0, then H(0) = H is an ideal of L by assumption. Now let i > 0;
we have H(i+1) = [H(i), H(i)]. So we must show that [z, [x, y]] ∈
[H(i), H(i)] and [[x, y], z] ∈ [H(i), H(i)], for all x, y ∈ H(i), z ∈ L. By
anti-symmetry, it is enough to show this for [z, [x, y]]. By induction,
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[z, x] ∈ H(i) and [z, y] ∈ H(i). Using anti-symmetry and the Jacobi
identity, [z, [x, y]] = −[x, [y, z]]− [y, [z, x]] ∈ [H(i), H(i)], as required.

Now assume that H = H(0) 6= {0} is solvable. So there is some
m > 0 such that I := H(m−1) 6= {0} and I2 = H(m) = {0}. We have
just seen that I is an ideal of L, which is abelian since I2 = {0}. �

By Lemma 1.3.9, L is semisimple if and only if L has no non-zero
abelian ideal: this is the original definition of semisimplicity given by
Killing. This now sets the programme that we will have to pursue:

1) Obtain some idea of how solvable Lie algebras look like.
2) Study in more detail semisimple Lie algebras.

In order to attack 1) and 2), the representation theory of Lie algebras
will play a crucial role. This is introduced in the following section.

1.4. Representations of Lie algebras

A fundamental tool in the theory of groups is the study of actions
of groups on sets. There is an analogous notion for the action of
Lie algebras on vector spaces, taking into account the Lie bracket.
Throughout, let L be a Lie algebra over our given field k.

Definition 1.4.1. Let V be a vector space (also over k). Then V is
called an L-module if there is a bilinear map

L× V → V, (x, v) 7→ x.v

such that [x, y].v = x.(y.v) − y.(x.v) for all x, y ∈ L and v ∈ V . In
this case, we obtain for each x ∈ L a linear map

ρx : V → V, v 7→ x.v,

and one immediately checks that ρ : L→ gl(V ), x 7→ ρx, is a Lie alge-
bra homomorphism, that is, ρ[x,y] = [ρx, ρy] = ρx◦ρy − ρy◦ρx for all
x, y ∈ L. This homomorphism ρ will also be called the corresponding
representation of L on V . If dimV < ∞ and B = {vi | i ∈ I} is a
basis of V , then we obtain a matrix representation

ρB : L→ glI(k), x 7→MB(ρ(x)),

where MB(ρ(x)) denotes the matrix of ρ(x) with respect to B. Thus,
we have MB(ρ(x)) = (aij)i,j∈I where x.vj =

∑
i∈I aijvi for all j.
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If V is an L-module with dimV < ∞, then all the known tech-
niques from Linear Algebra can be applied to the study of the maps
ρx : V → V : these have a trace, a determinant, eigenvalues and so on.

Remark 1.4.2. Let ρ : L→ gl(V ) be a Lie algebra homomorphism,
where V is a vector space over k; then ρ is called a representation
of L. One immediately checks that V is an L-module via

L× V → V, (x, v) 7→ ρ(x)(v);

furthermore, ρ is the homomorphism associated with this L-module
structure on V as in Definition 1.4.1. Thus, speaking about “L-
modules” or “representations of L” are just two equivalent ways of
expressing the same mathematical fact.

Example 1.4.3. (a) If V is a vector space and L is a Lie subalgebra
of gl(V ), then the inclusion L ↪→ gl(V ) is a representation. So V is an
L-module in a canonical way, where ρx : V → V is given by v 7→ x(v),
that is, we have ρx = x for all x ∈ L.

(b) The map adL : L → gl(L) in Example 1.2.5 is a Lie algebra
homomorphism, called the adjoint representation of L. So L itself is
an L-module via this map.

Exercise 1.4.4. Let V be an L-module and V ∗ = Hom(V, k) be the
dual vector space. Show that V ∗ is an L-module via L × V ∗ → V ∗,
(x, µ) 7→ µx, where µx ∈ V ∗ is defined by µx(v) = −µ(x.v) for v ∈ V .

Example 1.4.5. Let V be an L-module and ρ : L→ gl(V ) be the cor-
responding representation. Now V is an abelian Lie algebra with Lie
bracket [v, v′] = 0 for all v, v′ ∈ V . Hence, we have Der(V ) = gl(V )
and we can form the semidirect product L nρ V , see Exercise 1.2.13.
We have [(x, 0), (0, v)] = (0, x.v) for all x ∈ L and v ∈ V .

Definition 1.4.6. Let V be an L-module; for x ∈ L, we denote by
ρx : V → V the linear map defined by x. Let U ⊆ V be a subspace.
We say that U is an L-submodule (or an L-invariant subspace) if
ρx(U) ⊆ U for all x ∈ L. If V 6= {0} and {0}, V are the only L-
invariant subspaces of V , then V is called an irreducible module.

Assume now that U is an L-invariant subspace. Then U itself
is an L-module, via the restriction of L × V → V to a bilinear map
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L× U → U . Furthermore, V/U is an L-module via

L× V/U → V/U, (x, v + U) 7→ x.v + U.

(One checks as usual that this is well-defined and bilinear.) Finally,
assume that n = dimV <∞ and let d = dimU . Let B = {v1, . . . , vn}
be a basis of V such that B′ = {v1, . . . , vd} is a basis of U . Since
x.vi ∈ U for 1 6 i 6 d, the corresponding matrix representation has
the following block triangular shape:

ρB(x) =

(
ρ′(x) ∗

0 ρ′′(x)

)
for all x ∈ L,

where ρ′ : L → gld(k) is the matrix representation corresponding to
U (with respect to the basis B′ of U) and ρ′′ : L → gln−d(k) is the
matrix representation corresponding to V/U (with respect to the basis
B′′ = {vd+1 + U, . . . , vn + U} of V/U).

Corollary 1.4.7. Let V 6= {0} be an L-module with dimV < ∞.
There is a sequence of L-submodules {0} = V0 $ V1 $ V2 $ . . . $
Vr = V such that Vi/Vi−1 is irreducible for 1 6 i 6 r. Let ni =
dim(Vi/Vi−1) for all i. Then there is a basis B of V such that the
matrices of the representation ρ : L→ gl(V ) have the following shape

ρB(x) =


ρ1(x) ∗ . . . ∗

0 ρ2(x)
. . .

...
...

. . . . . . ∗
0 . . . 0 ρr(x)

 for all x ∈ L,

where ρi : L → glni(k) is an irreducible matrix representation corre-
sponding to the L-module Vi/Vi−1.

Proof. Let U $ V be an L-submodule with dimU as large as pos-
sible. If W ⊆ V/U is a submodule, then one easily checks that
{v ∈ V | v + U ∈W} ⊆ V is a submodule containing U , so W = {0}
or W = V/U . Hence, V/U is irreducible and we continue with U . �

Example 1.4.8. If V is an L-module with dimV = 1, then V is
obviously irreducible. Let V = 〈v〉k where 0 6= v ∈ V . Then, for all
x ∈ L, we have x.v = ϕ(x)v where ϕ(x) ∈ k. It follows that ϕ : L→ k

is linear. Furthermore, ϕ([x, y])v = [x, y].v = x.(y.v) − y.(x.v) =
ϕ(y)x.v − ϕ(x)y.v = 0 and so ϕ([x, y]) = 0 for all x, y ∈ L.
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Exercise 1.4.9. Let k be a field of characteristic 2 and L be the
Lie algebra over k with basis {x, y} such that [x, y] = y (see Exer-
cise 1.2.3). Show that the linear map defined by

ρ : L→ gl2(k), x 7→
(

0 0
0 1

)
, y 7→

(
0 1
1 0

)
,

is a Lie algebra homomorphism and so V = k2 is an L-module. Show
that V is an irreducible L-module. Check that L is solvable.

There is a version for modules of the generalised binomial formula:

Lemma 1.4.10. Let V be an L-module. Let v ∈ V , x, y ∈ L and
c ∈ k. Then, for all n > 0, we have

(ρx − c idV )n(y.v) =
n∑
i=0

(
n

i

)
adL(x)i(y)︸ ︷︷ ︸

∈L

.
(
(ρx − c idV )n−i(v)︸ ︷︷ ︸

∈V

)
.

Proof. Consider the associative algebra A := End(V ). Then ρx, ρy ∈
A and y.v = ρy(v). So Lemma 1.1.4 (with a := −c and b := 0) implies
that the left hand side of the desired identity equals(

(ρx − c idV )n ◦ ρy
)
(v) =

n∑
i=0

(
n

i

)
ψi
(
(ρx − c idV )n−1(v)

)
.

where ψi := adA(ρx)i(ρy) ∈ A for i > 0. Now note that

ρ
(
adL(x)(y)

)
= ρ([x, y]) = ρ[x,y] = [ρx, ρy] = adA(ρx)(ρy).

A simple induction on i shows that ρ
(
adL(x)i(y)

)
= adA(ρx)i(ρy) for

all i > 0. Thus, we have ψi = ρ
(
adL(x)i(y)

)
, as desired. �

Up to this point, k could be any field (of any characteristic).
Stronger results will hold if k is algebraically closed.

Lemma 1.4.11 (Schur’s Lemma). Assume that k is algebraically
closed. Let V be an irreducible L-module, dimV <∞. If ϕ ∈ End(V )
is such that ϕ ◦ ρx = ρx ◦ϕ for all x ∈ L, then ϕ = c idV where c ∈ k.

Proof. We check that ker(ϕ) is an L-submodule of V . Indeed, let
v ∈ ker(ϕ) and x ∈ L. Then ϕ(x.v) = ϕ(ρx(v)) = ρx(ϕ(v)) = 0 and so
x.v ∈ ker(ϕ). Since V is irreducible, ϕ = 0 or ker(ϕ) = {0}. If ϕ = 0,
then the desired assertion holds with c = 0. Now assume that ϕ 6= 0.
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Then ker(ϕ) = {0} and ϕ is bijective. Since k is algebraically closed,
there is an eigenvalue c ∈ k for ϕ. Setting ψ := ϕ− c idV ∈ End(V ),
we also have ψ(x.v) = x.(ψ(v)) for all x ∈ L and v ∈ V . Hence, the
previous argument shows that either ψ = 0 or ψ is bijective. But an
eigenvector for c lies in ker(ψ) and so ψ = 0. �

Proposition 1.4.12. Assume that k is algebraically closed and L is
abelian. Let V 6= {0} be an L-module with dimV < ∞. Then there
exists a basis B of V such that, for any x ∈ L, the matrix of the linear
map ρx : V → V , v 7→ x.v, with respect to B has the following shape:

MB(ρx) =


λ1(x) ∗ . . . ∗

0 λ2(x)
. . .

...
...

. . . . . . ∗
0 . . . 0 λn(x)

 (n = dimV ),

where λi : L→ k are linear maps for 1 6 i 6 n. In particular, if V is
irreducible, then dimV = 1.

Proof. Assume first that V is irreducible. We show that dimV = 1.
Let x ∈ L be fixed and ϕ := ρx. Since L is abelian, we have 0 = ρ0 =
ρ[x,y] = ϕ◦ρy−ρy ◦ϕ for all y ∈ L. By Schur’s Lemma, ϕ = λ(x) idV
where λ(x) ∈ k. Hence, if 0 6= v ∈ V , then x.v = λ(x)v for all x ∈ L
and so 〈v〉k ⊆ V is an L-submodule. Clearly, λ : L → k is linear.
Since V is irreducible, V = 〈v〉k and so dimV = 1. The general case
follows from Corollary 1.4.7. �

Example 1.4.13. Assume that k is algebraically closed. Let V be a
vector space over k with dimV < ∞. Let X ⊆ End(V ) be a subset
such that ϕ ◦ ψ = ψ ◦ ϕ for all ϕ,ψ ∈ X. Then there exists a basis B
of V such that the matrix of any ϕ ∈ X with respect to B is upper
triangular. Indeed, just note that L := 〈X〉k ⊆ gl(V ) is an abelian
Lie subalgebra and V is an L-module; then apply Proposition 1.4.12.
(Of course, one could also prove this more directly.)

Exercise 1.4.14. This exercise establishes an elementary result from
Linear Algebra that will be useful at several places. Let k be an
infinite field and V be a k-vector space with dimV <∞. Let V ∗ :=
Hom(V, k) be the dual space.
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(a) Show that, if X ⊆ V is a finite subset such that 0 6∈ X, then
there exists µ0 ∈ V ∗ such that µ0(x) 6= 0 for all x ∈ X.

(b) Similarly, if Λ ⊆ V ∗ is a finite subset such that 0 6∈ Λ (where
0: V → k denotes the linear map with value 0 for all v ∈ V ), then
there exists v0 ∈ V such that f(v0) 6= 0 for all f ∈ Λ.

1.5. Lie’s Theorem

The content of Lie’s Theorem is that Proposition 1.4.12 (which was
concerned with representations of abelian Lie algebras) remains true
for the more general class of solvable Lie algebras, assuming that k
is not only algebraically closed but also has characteristic 0. (Exer-
cice 1.4.9 shows that this will definitely not work in positive charac-
teristic.) So, in order to use the full power of the techniques developed
so far, we will assume that k = C.

Let L be a Lie algebra over k = C. If V is an L-module, then we
denote as usual by ρx : V → V the linear map defined by x ∈ L. Our
approach to Lie’s Theorem is based on the following technical result.

Lemma 1.5.1. Let V be an irreducible L-module (over k = C), with
dimV <∞. Let H ⊆ L be an abelian ideal in L such that Trace(ρx) =
0 for all x ∈ H. Then ρx = 0 for all x ∈ H.

Proof. Let x ∈ H and consider the linear map ρx : V → V . Since
k = C, this map has eigenvalues. Let c ∈ C be an eigenvalue and
consider the generalised eigenspace

Vc(ρx) := {v ∈ V | (ρx − c idV )l(v) = 0 for some l > 1} 6= {0}.

We claim that Vc(ρx) ⊆ V is an L-submodule. To see this, let v ∈
Vc(ρx) and y ∈ L. We must show that y.v ∈ Vc(ρx). Let l > 1 be
such that (ρx − c idV )l(v) = 0. Using Lemma 1.4.10, we obtain

(ρx−c idV )l+1(y.v) =
l+1∑
i=0

(
l+1
i

)
adL(x)i(y).(ρx−c idV )l+1−i(v).

If i = 0, 1, then l + 1 − i > l and so (ρx − c idV )l+1−i(v) = 0. Now
let i > 2. Then adL(x)i(y) = adL(x)i−2([x, [x, y]]). But [x, y] ∈ H
because H is an ideal, and [x, [x, y]] = 0 because H is abelian. So
adL(x)i(y) = 0. We conclude that y.v ∈ Vc(ρx), as desired.
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Now, since V is irreducible and Vc(ρx) 6= {0}, we conclude that
V = Vc(ρx). Let ψx := ρx− c idV . Then, for v ∈ V , there exists some
l > 1 with ψlx(v) = 0. So Exercise 1.2.4 shows that ψx is nilpotent and
Trace(ψx) = 0. But then Trace(ρx) = Trace(ψx + c idV ) = (dimV )c.
So our assumption on Trace(ρx) implies that c = 0. Thus, we have
seen that 0 is the only eigenvalue of ρx, for any x ∈ H.

Finally, regarding V as an H-module (by restricting the action
of L on V to H), we can apply Proposition 1.4.12. This yields a
basis B of V such that, for any x ∈ H, the matrix of ρx with respect
to B is upper triangular; by the above discussion, the entries along
the diagonal are all 0. Let v1 be the first vector in B. Then x.v1 =
ρx(v1) = 0 for all x ∈ H. Hence, the subspace

U := {v ∈ V | x.v = 0 for all x ∈ H}

is non-zero. Now we claim that U is an L-submodule. Let v ∈ V

and y ∈ L. Then, for x ∈ H, we have x.(y.v) = [x, y].v + y.(x.v) =
[x, y].v = 0 since v ∈ U and [x, y] ∈ H. Since V is irreducible, we
conclude that U = V and so ρx = 0 for all x ∈ H. �

Proposition 1.5.2 (Semisimplicity criterion). Let k = C and V be
a vector space with dimV < ∞. Let L ⊆ sl(V ) be a Lie subalgebra
such that V is an irreducible L-module. Then L is semisimple.

Proof. If rad(L) 6= {0} then, by Lemma 1.3.9, there exists a non-
zero abelian ideal H ⊆ L such that H ⊆ rad(L). Since L ⊆ sl(V ),
Lemma 1.5.1 implies that x = ρx = 0 for all x ∈ H, contradiction. �

Example 1.5.3. Let k = C and V be a vector space with dimV <∞.
Clearly (!), V is an irreducible gl(V )-module. Next note that gl(V ) =
sl(V )+C idV . Hence, if U ⊆ V is an sl(V )-invariant subspace, then U
will also be gl(V )-invariant. Consequently, V is an irreducible sl(V )-
module. Hence, Proposition 1.5.2 shows that sl(V ) is semisimple.

Note that, if char(k) = p > 0 and L = slp(k), then Z := {aIp |
a ∈ k} is an abelian ideal in L and so L is not semisimple in this case.

Theorem 1.5.4 (Lie’s Theorem). Let k = C. Let L be solvable and
V 6= {0} be an L-module with dimL < ∞ and dimV < ∞. Then
the conclusions in Proposition 1.4.12 still hold, that is, there exists a
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basis B of V such that, for any x ∈ L, the matrix of the linear map
ρx : V → V , v 7→ x.v, with respect to B has the following shape:

MB(ρx) =


λ1(x) ∗ . . . ∗

0 λ2(x)
. . .

...
...

. . . . . . ∗
0 . . . 0 λn(x)

 (n = dimV ),

where λi : L → k are linear maps such that [L,L] ⊆ ker(λi) for 1 6
i 6 n. In particular, if V is irreducible, then dimV = 1.

Proof. First we show that, if V is irreducible, then dimV = 1. We
use induction on dimL. If dimL = 0, there is nothing to prove. Now
assume that dimL > 0. If L is abelian, then see Proposition 1.4.12.
Now assume that [L,L] 6= {0}. By Lemma 1.3.9, there exists a non-
zero abelian ideal H ⊆ L such that H ⊆ [L,L]. Let x ∈ H. Since
H ⊆ [L,L], we can write x as a finite sum x =

∑
i[yi, zi] where yi, zi ∈

L for all i. Consequently, we also have ρx =
∑
i(ρyi ◦ ρzi − ρzi ◦ ρyi)

and, hence, Trace(ρx) = 0. By Lemma 1.5.1, ρx = 0 for all x ∈ H.
Let L1 := L/H. Then V also is an L1-module via

L1 × V → V, (y +H, v) 7→ y.v.

(This is well-defined since x.v = 0 for x ∈ H, v ∈ V .) If V ′ ⊆ V

is an L1-invariant subspace, then V ′ is also L-invariant. Hence, V is
an irreducible L1-module. By Lemma 1.3.5(c), L1 is solvable. So, by
induction, dimV = 1.

The general case follows again from Corollary 1.4.7. The fact
that [L,L] ⊆ ker(λi) for all i is seen as in Example 1.4.8. �

Lemma 1.5.5. In the setting of Theorem 1.5.4, the set of linear maps
{λ1, . . . , λn} does not depend on the choice of the basis B of V .
We shall call P (V ) := {λ1, . . . , λn} the set of weights of L on V .

Proof. Let B′ be another basis of V such that, for any ∈ L, the
matrix of ρx : V → V with respect to B′ has a triangular shape with
λ′1(x), . . ., λ′n(x) along the diagonal, where λ′i : L → k are linear
maps such that [L,L] ⊆ ker(λ′i) for 1 6 i 6 n. We must show that
{λ1, . . . , λn} = {λ′1, . . . , λ′n}. Assume, if possible, that there exists
some j such that λ′j 6= λi for 1 6 i 6 n. Let Λ := {λi−λ′j | 1 6 i 6 n}.
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Then Λ is a finite subset of Hom(L,C) such that 0 6∈ Λ. So, by
Exercise 1.4.14(b), there exists some x0 ∈ L such that λ′j(x0) 6= λi(x0)
for 1 6 i 6 n. But then λ′j(x0) is an eigenvalue ofMB′(ρx0) that is not
an eigenvalue ofMB(ρx0), contractiction sinceMB(ρx0) andMB′(ρx0)
are similar matrices and, hence, they have the same characteristic
polynomials. Thus, we have shown that {λ′1, . . . , λ′n} ⊆ {λ1, . . . , λ}.
The reverse inclusion is proved analogously. �

Exercise 1.5.6. Let k = C and L be solvable with dimL <∞. Let
V be a finite-dimensional L-module and U ⊆ V be a non-zero, proper
L-submodule. Show that P (V ) = P (U) ∪ P (V/U) (where the set of
weights of a module is defined by Lemma 1.5.5).

Exercise 1.5.7. Assume that k ⊆ C. Show that

L =

{( 0 t x
−t 0 y

0 0 0

) ∣∣∣ t, x, y ∈ k}
is a solvable Lie subalgebra of gl3(k). Regard V = k3 as an L-module
via the inclusion L ↪→ gl3(k) (cf. Example 1.4.3). If k = C, find a
basis B of V such that the corresponding matrices of L will be upper
triangular. Does this also work with k = R?

ab hier Woche 3
Finally, we develop some very basic aspects of the representation

theory of sl2(C). As pointed out in [25, §2.4], this is of the utmost
importance for the general theory of semisimple Lie algebras. So, for
the remainder of this section, let L = sl2(C), with standard basis

e =
(

0 1
0 0

)
, h =

(
1 0
0 −1

)
, f =

(
0 0
1 0

)
,

where [e, f ] = h, [h, e] = 2e, [h, f ] = −2f (see Exercise 1.2.11). The
following result is obtained by an easy application of Lie’s Theorem.

Lemma 1.5.8. Let V be an sl2(C)-module with dimV < ∞. Then
there exists a non-zero vector v+ ∈ V such that e.v+ = 0 and h.v+ =
cv+ for some c ∈ C.

Proof. Let S := 〈h, e〉C ⊆ sl2(C). This is precisely the subalgebra of
sl2(C) consisting of all upper triangular matrices with trace 0. Since
[h, e] = 2e, we have [S, S] = 〈e〉C and so S is solvable. By restricting
the action of sl2(C) on V to S, we can regard V as S-module. So, by
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Theorem 1.5.4, there exist a basis B of V and λ1, . . . , λn ∈ S∗ (where
n = dimV ) such that, for any x ∈ S, the matrix of ρx : V → V is up-
per triangular with λ1(x), . . . , λn(x) along the diagonal; furthermore,
[S, S] ⊆ ker(λi) for 1 6 i 6 n. Let v+ be the first vector in B. Then
ρx(v+) = λ1(x)v+ for all x ∈ S. So v+ has the required properties,
where c := λ1(h) ∈ C; we have e.v+ = 0 since e ∈ [S, S]. �

Remark 1.5.9. Let V 6= {0} be an sl2(C)-module with dimV <∞.
Let v+ ∈ V be as in Lemma 1.5.8; any such vector will be called a
primitive vector of V . Then we define a sequence (vn)n>0 in V by

v0 := v+ and vn+1 := 1
n+1f.vn for all n > 0.

Let V ′ := 〈vn | n > 0〉C ⊆ V . We claim that the following relations
hold for all n > 0 (where we also set v−1 := 0):

(a) h.vn = (c− 2n)vn and e.vn = (c− n+ 1)vn−1.

We use induction on n. If n = 0, the formulae hold by definition.
Now let n > 0. First note that f.vn−1 = nvn. We compute:

(n+1)e.vn+1 = e.(f.vn) = [e, f ].vn + f.(e.vn) = h.vn + f.(e.vn)
= (c− 2n)vn + (c− n+ 1)f.vn−1 (by induction)

= (c− 2n)vn + (c− n+ 1)nvn = ((n+ 1)c− n2 − n)vn,

and so e.vn+1 = (c− n)vn, as required. Next, we compute:

(n+ 1)h.vn+1 = h.(f.vn) = [h, f ].vn + f.(h.vn)
= −2f.vn + (c− 2n)f.vn = (c− 2n− 2)(n+ 1)vn+1,

so (a) holds. Now, if vn 6= 0 for all n, then v0, v1, v2, . . . are eigen-
vectors for ρh : V → V with distinct eigenvalues (see (a)) and so
v0, v1, v2, . . . are linearly independent, contradiction to dimV < ∞.
So there is some n0 > 0 such that v0, v1, . . . , vn0 are linearly indepen-
dent and vn0+1 = 0. But then, by the definition of the vn, we have
vn = 0 for all n > n0 and so V ′ = 〈v0, v1, . . . , vn0〉C. Furthermore,
0 = e.0 = e.vn0+1 = (c− n0)vn0 and so c = n0. Thus, we obtain:

(b) h.v+ = cv+ where c = dimV ′ − 1 ∈ Z>0.

So, the eigenvalue of our primitive vector v+ has a very special form!
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If c > 1, then the above formulae also yield an expression of
v+ = v0 in terms of vc = vn0 ; indeed, by (a), we have [e, vc] = vc−1,
[e, vc−1] = 2vc−2, [e, vc−2] = 3vc−3 and so on. Thus, we obtain:

(c) [e, [e, [. . . , [e︸ ︷︷ ︸
c times

, vc] . . .]]] = (1·2·3· . . . ·c) v+.

We now state some useful consequences of the above discussion.

Corollary 1.5.10. In the setting of Remark 1.5.9, assume that V is
irreducible. Write dimV = m+ 1, m > 0. Then ρh is diagonalisable
with eigenvalues {m− 2i | 0 6 i 6 m} (each with multiplicity 1).

Proof. Using the formulae in Remark 1.5.9 and an induction on n,
one sees that h.vn ∈ V ′, e.vn ∈ V ′, f.vn ∈ V ′ for all n > 0. Thus,
V ′ ⊆ V is an sl2(C)-submodule. Since V ′ 6= {0} and V is irreducible,
we conclude that V ′ = V and m = c. By Remark 1.5.9(a), we have
h.vn = (c − 2n)vn for all n > 0. Hence, ρh is diagonalisable, with
eigenvalues as stated above. �

Proposition 1.5.11. Let V be any finite-dimensional sl2(C)-module,
with e, h, f as above. Then all the eigenvalues of ρh : V → V are
integers and we have Trace(ρh) = 0. Furthermore, if n ∈ Z is an
eigenvalue of ρh, then so is −n (with the same multiplicity as n).

Proof. Note that the desired statements can be read off the char-
acteristic polynomial of ρh : V → V . If V is irreducible, then these
hold by Corollary 1.5.10. In general, let {0} = V0 $ V1 $ V2 $ . . . $
Vr = V be a sequence of L-submodules as in Corollary 1.4.7, such
that Vi/Vi−1 is irreducible for 1 6 i 6 r. It remains to note that the
characteristic polynomial of ρh : V → V is the product of the charac-
teristic polynomials of the actions of h on Vi/Vi−1 for 1 6 i 6 r. �

1.6. The classical Lie algebras

Let V be a vector space over k and β : V × V → k be a bilinear map.
Then we define go(V, β) to be the set of all ϕ ∈ End(V ) such that

β(ϕ(v), w) + β(v, ϕ(w)) = 0 for all v, w ∈ V .

(The symbol “go” stands for “general orthogonal”.) One checks that
go(V, β) is a Lie subalgebra of gl(V ) (see exercises), called a classical
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Lie algebra. The further developments will show that these form an
important class of semisimple Lie algebras (for certain β, over k = C).

We assume throughout that β either is a symmetric bilinear form
or an alternating bilinear form. This means that there is a sign ε = ±1
such that β(v, w) = εβ(w, v) for all v, w ∈ V . (If ε = +1, then β is
symmetric; if ε = −1, then β is alternating.) We shall also assume
throughout that char(k) 6= 2. (This avoids the consideration of some
special cases that are not relevant to us here.)

For any subset X ⊆ V , we can define

X⊥ := {v ∈ V | β(v, x) = 0 for all x ∈ X},

where it does not matter if we write “β(v, x) = 0” or “β(x, v) = 0”.
Note that X⊥ is a subspace of V (even if X is not a subspace). We
say that β is a non-degenerate bilinear form if V ⊥ = {0}.

As in Example 1.4.3(a), the vector space V is a go(V, β)-module
in a natural way. Again, this module turns out to be irreducible.

Proposition 1.6.1. Assume that 3 6 dimV < ∞ and β is non-
degenerate. Then V is an irreducible go(V, β)-module.

Proof. First we describe a method for producing elements in go(V, β).
For fixed x, y ∈ V we define a linear map ϕx,y : V → V by ϕx,y(v) :=
β(v, x)y − β(y, v)x for all v ∈ V . We claim that ϕx,y ∈ go(V, β).
Indeed, for all v, w ∈ V , we have

β(ϕx,y(v), w) + β(v, ϕx,y(w))

=
(
β(v, x)β(y, w)− β(y, v)β(x,w)

)
+
(
β(w, x)β(v, y)− β(y, w)β(v, x)

)
= −β(y, v)β(x,w) + β(w, x)β(v, y),

which is 0 since β(v, y) = εβ(y, v) and β(w, x) = εβ(w, x).
Now let W ⊆ V be a go(V, β)-submodule and assume, if possible,

that {0} 6= W 6= V . Let 0 6= w ∈ W . Since β is non-degenerate, we
have β(y, w) 6= 0 for some y ∈ V . If x ∈ V is such that β(x,w) = 0,
then ϕx,y(w) = β(w, x)y−β(y, w)x = −β(y, w)x. But then ϕx,y(w) ∈
W (since W is a submodule) and so x ∈W . Thus,

Uw := {x ∈ V | β(x,w) = 0} ⊆W.
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Since Uw is defined by a single, non-trivial linear equation, we have
dimUw = dimV − 1 and so dimW > dimV − 1. Since W 6= V , we
have dimW = dimUw and Uw = W . This holds for all 0 6= w ∈ W
and so W ⊆ W⊥. Since β is non-degenerate, we have dimV =
dimW + dimW⊥ (by a general result in Linear Algebra); hence,

dimV = dimW + dimW⊥ > 2 dimW > 2(dimV − 1)

and so dimV 6 2, a contradiction. �

In the sequel, it will be convenient to work with matrix descrip-
tions of go(V, β); these are provided by the following exercise.

Exercise 1.6.2. Let n = dimV < ∞ and B = {v1, . . . , vn} be a
basis of V . We form the corresponding Gram matrix

Q =
(
β(vi, vj)

)
16i,j6n ∈Mn(k).

The following equivalences are well-known from Linear Algebra:

Qtr = Q ⇔ β symmetric,

Qtr = −Q ⇔ β alternating,
det(Q) 6= 0 ⇔ β non-degenerate.

Recall that we are assuming char(k) 6= 2.
(a) Let ϕ ∈ End(V ) and A = (aij) ∈ Mn(k) be the matrix of ϕ with
respect to B. Then show that ϕ ∈ go(V, β)⇔ AtrQ+QA = 0, where
Atr denotes the transpose matrix. Hence, we obtain a Lie subalgebra

gon(Q, k) := {A ∈Mn(k) | AtrQ+QA = 0} ⊆ gln(k).

Deduce that V = kn is an irreducible gon(Q, k)-module if Qtr = ±Q,
det(Q) 6= 0 and n > 3.
(b) Show that if det(Q) 6= 0, then gon(Q, k) ⊆ sln(k). (In particular,
for n = 1, we have go1(Q, k) = {0} in this case.)

Proposition 1.6.3. Let n > 3 and k = C. If Qtr = ±Q and
det(Q) 6= 0, then gon(Q,C) is semisimple.

Proof. This follows from Exercise 1.6.2 and the semisimplicity crite-
rion in Proposition 1.5.2. �
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Depending on what Q looks like, computations in gon(Q, k) can
be more, or less complicated. Let us assume from now on that k = C,
n = dimV <∞ and Q is given by1

Q = Qn :=


0 · · · 0 δn
... . . . . . . 0

0 δ2 . . .
...

δ1 0 · · · 0

 ∈Mn(C) (δi = ±1),

where δiδn+1−i = ε for all i and, hence, Qn = εQtr
n , det(Qn) 6= 0.

Exercise 1.6.4. (a) Assume that n = 2. Determine go2(Q2,C).
(b) Assume that n = 3 and Q3 = Qtr

3 . Show that

go3(Q3,C) =


 a b 0

c 0 −δb
0 −δc −a

 ∣∣∣ a, b, c ∈ C

 (δ := δ1δ2)

is isomorphic to sl2(C).
(c) Assume that n = 4 and Q4 = Qtr

4 . Show that

L1 :=




a 0 b 0
0 a 0 −b
c 0 −a 0
0 −c 0 −a

 ∣∣∣ a, b, c ∈ C

 ⊆ go4(Q4,C)

is an ideal and L1 ∼= sl2(C). Show that go4(Q4,C) ∼= sl2(C)× sl2(C)
(where the direct product of two algebras is defined in Example 1.1.2).

Example 1.6.5. We have the following implication:

A ∈ gon(Qn,C) ⇒ Atr ∈ gon(Qn,C).

Indeed, if AtrQn + QnA = 0, then Q−1
n Atr + AQ−1

n = 0. Now note
that Q−1

n = Qtr
n = εQn. Hence, we also have QnAtr +AQn = 0.

Finally, we determine a vector space basis of gon(Qn,C). We set

Aij := δiEij − δjEn+1−j,n+1−i ∈Mn(C)

for 1 6 i, j 6 n, where Eij denotes the elementary matrix with 1 at
position (i, j), and 0 otherwise. With this notation, we have:

1If k = C and β is non-degenerate, then one can always find a basis B of V
such that Q has this form. For β alternating, this holds even over any field k; see
[16, Theorem 2.10]. For β symmetric, this follows from the fact that, over C, any two
non-degenerate symmetric bilinear forms are equivalent; see [16, Theorem 4.4].
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Proposition 1.6.6. Recall that k = C and Q = Qn is as above.

(a) If Qtr
n = Qn, then {Aij | 1 6 i, j 6 n, i + j 6 n} is a basis

of gon(Qn,C) and so dim gon(Qn,C) = n(n− 1)/2.
(b) If Qtr

n = −Qn, then {Aij | 1 6 i, j 6 n, i + j 6 n + 1} is a
basis of gon(Qn,C) and so dim gon(Qn,C) = n(n+ 1)/2.

Proof. Let A ∈ Mn(C). We have A ∈ gon(Qn,C) if and only if
AtrQn = −QnA. Since AtrQn = ε(QnA)tr, this is equivalent to the
condition (QnA)tr = −εQnA. Thus, we have a bijective linear map

gon(Qn,C)→ {S ∈Mn(C) | Str = −εS}, A 7→ QnA.

If ε = −1, then the space on the right hand side consists precisely of all
symmetric matrices in Mn(C); hence, its dimension equals n(n+1)/2;
similarly, if ε = 1, then its dimension equals n(n− 1)/2.

It remains to prove the statements about bases. All we need
to do now is to find the appropriate number of linearly independent
elements. First note that QnEij = δiEn+1−i,j . Hence, we have

QnAij = δiQnEij − δjQnEn+1−j,n+1−i

= δ2
iEn+1−i,j − δjδn+1−jEj,n+1−i = En+1−i,j − εEj,n+1−i.

Furthermore, Atr
ijQn = ε(QnAij)tr = ε(Etr

n+1−i,j − εEtr
j,n+1−i) and so

Atr
ijQn +QnAij = 0, that is, Aij ∈ gon(Qn,C) for all 1 6 i, j 6 n.

Consider the set I := {(i, j) | 1 6 i, j 6 n, i + j 6 n}; note that
|I| = n(n−1)/2. Furthermore, if (i, j) ∈ I, then (n+1− i)+(n+1−
j) > n+ 2 and so (n+ 1− j, n+ 1− i) 6∈ I. This implies that the set
{Aij | (i, j) ∈ I} ⊆ gon(Qn,C) is linearly independent. Furthermore,
for 1 6 i 6 n, we have (i, n+ 1− i) 6∈ I, (n+ 1− i, i) 6∈ I and

Ai := Ai,n+1−i = δi(1− ε)Ei,n+1−i.

Hence, if ε = −1, then Ai 6= 0 and {Aij | (i, j) ∈ I}∪{Ai | 1 6 i 6 n}
is linearly independent. Thus, (a) and (b) are proved. �

Remark 1.6.7. Denote by diag(x1, . . . , xn) ∈ Mn(C) the diagonal
matrix with diagonal coefficients x1, . . . , xn ∈ C. Let H be the sub-
space of gon(Qn,C) consisting of all matrices in gon(Qn,C) that are
diagonal. Let m > 1 be such that n = 2m+ 1 (if n is odd) or n = 2m
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(if n is even). Then H consists precisely of all diagonal matrices of
the form{

diag(x1, . . . , xm, 0,−xm, . . . ,−x1) if n is odd,
diag(x1, . . . , xm,−xm, . . . ,−x1) if n is even.

(See exercises.) In particular, dimH = m. With the above definition
of m, the dimension formulae in Proposition 1.6.6 are re-written as
follows:

dim gon(Qn,C) =
{

2m2 −m if n = 2m and Qtr
n = Qn,

2m2 +m otherwise.

Corollary 1.6.8 (Triangular decomposition). Let L = gon(Qn,C),
as above. Then every x ∈ L has a unique expression x = h+n+ +n−

where h ∈ L is a diagonal matrix, n+ ∈ L is a strictly upper triangular
matrix, and n− ∈ L is a strictly lower triangular matrix.

Proof. Note that Aij is diagonal if i = j, strictly upper triangular if
i < j, and strictly lower triangular if i > j. So the assertion follows
from Proposition 1.6.6. �

We shall see later that the algebras sln(C) and gon(Qn,C) are not
only semisimple but simple (with the exceptions in Exercise 1.6.4).
The following result highlights the importance of these algebras.

Theorem 1.6.9 (Cartan–Killing Classification). Let L be a semisim-
ple Lie algebra over C with dimL < ∞. Then L is a direct product
of simple Lie algebras, each of which is isomorphic to either sln(C)
(n > 2), or gon(Qn,C) (n > 3 and Qn as above), or to one of five
“exceptional” algebras that are denoted by G2, F4, E6, E7, E8 and
are of dimension 14, 52, 78, 133, 248, respectively.

This classification result is proved in textbooks like those of Carter
[7], Erdmann–Wildon [11] or Humphreys [18], to mention just a few
(see also Bourbaki [5]). It is achieved as the culmination of an elab-
orate chain of arguments. Here, we shall take a shortcut around
that proof. Following Moody–Pianzola [25], we will work in a setting
where the existence of something like a “triangular decomposition”
(as in Corollary 1.6.8) is systematically adopted at the outset.





Chapter 2

Semisimple Lie algebras

In this chapter we develop the theory of semisimple Lie algebras us-
ing the aproach mentioned at the end of Chapter 1. This approach
provides a uniform framework for studying the various Lie algebras
appearing in Theorem 1.6.9. It is completely self-contained; no prior
knowledge about simple Lie algebras is required. One advantage is
that it allows us to reach more directly the point where we can deal
with certain more modern aspects of the theory of Lie algebras, and
with the construction of Chevalley groups.

The last section contains the highlight of this chapter: the con-
struction of Lusztig’s “canonical basis” for a semisimple Lie algebra.
This is a relatively recent development in the theory of Lie algebras,
dating from around 1990.

Throughout this chapter, we work over the base field k = C.

2.1. Weights and weight spaces

Let H be a finite-dimensional Lie algebra, and ρ : H → gl(V ) be a
representation of H on a finite-dimensional vector space V 6= {0} (all
over k = C). Thus, V is an H-module as in Section 1.4. Assume that
H is solvable. By Lie’s Theorem 1.5.4, there exists a basis B of V
such that, for any x ∈ H, the matrix of the linear map ρx : V → V ,

39
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v 7→ x.v, with respect to B has an upper triangular shape as follows:

MB(ρx) =


λ1(x) ∗ . . . ∗

0 λ2(x)
. . .

...
...

. . . . . . ∗
0 . . . 0 λn(x)

 (n = dimV ),

where λi ∈ H∗ := Hom(H,C) are linear maps for 1 6 i 6 n. By
Lemma 1.5.5, the set P (V ) := {λ1, . . . , λn} ⊆ H∗ does not depend
on the choice of the basis B and is called the set of weights of H on V .
We will from now on make the stronger assumption that

H is abelian.

A particularly favourable situation occurs when the matrices MB(ρx)
are diagonal for all x ∈ H. This leads to the following definition.

Definition 2.1.1. In the above setting (with H abelian), we say
that the H-module V is H-diagonalisable if, for each x ∈ H, the
linear map ρx : V → V is diagonalisable, that is, there exists a basis
of V such that the corresponding matrix of ρx is a diagonal matrix
(but, a priori, the basis may depend on the element x ∈ H).

A linear map ρ : H → End(V ) is a representation of Lie algebras if
and only if ρ([x, x′]) = ρ(x)◦ρ(x′)−ρ(x′)◦ρ(x) for all x, x′ ∈ H. Since
H is abelian, this just means that the maps {ρ(x) | x ∈ H} ⊆ End(V )
commute with each other. Thus, the following results are really state-
ments about commuting matrices, but it is useful to formulate them
in terms of the abstract language of modules for Lie algebras in view
of the later applications to “weight space decompositions”.

Lemma 2.1.2. Assume that V is H-diagonalisable. Let U ⊆ V be
an H-submodule. Then U is also H-diagonalisable.

Proof. Let x ∈ H and λ1, . . . , λr ∈ C (where r > 1) be the distinct
eigenvalues of ρx : V → V . Then V = V1 + . . . + Vr where Vi is the
λi-eigenspace of ρx. Setting Ui := U ∩ Vi for 1 6 i 6 r, we claim
that U = U1 + . . .+ Ur. Now, let u ∈ U and write u = v1 + . . .+ vr
where vi ∈ Vi for 1 6 i 6 r. We must show that vi ∈ U for all i. For
this purpose, we define a sequence of vectors (uj)j>1 by u1 := u and
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uj := x.uj−1 for j > 2. Then a simple induction on j shows that

uj = λj−1
1 v1 + . . .+ λj−1

r vr for all j > 1.

Since the Vandermonde matrix
(
λj−1
i

)
16i,j6r is invertible, we can

invert the above equations (for j = 1, . . . , r) and find that each vi is
a linear combination of u1, . . . , ur. Since U is an H-submodule of V ,
we have uj ∈ U for all j, and so vi ∈ U for all i, as claimed.

Now Ui = U ∩ Vi = {u ∈ U | x.u = λiu} for all i. Hence, all non-
zero vectors in Ui are eigenvectors of the restricted map ρx|U : U → U .
Consequently, U = U1 + . . .+ Ur is spanned by eigenvectors for ρx|U
and, hence, ρx|U is diagonalisable. �

Proposition 2.1.3. Assume that V is H-diagonalisable; let n =
dimV > 1. Then there exist λ1, . . . , λn ∈ H∗ and one basis B of V
such that, for all x ∈ H, the matrix of ρx : V → V with respect to B

is diagonal, with λ1(x), . . . , λn(x) along the diagonal.

Proof. We proceed by induction on dimV . If dimV = 1, the result
is clear. Now assume that dimV > 1. If ρx is a scalar multiple of the
identity for all x ∈ H then, again, the result is clear. Now assume
that there exists some y ∈ H such that ρy is not a scalar multiple of
the identity. Since ρy is diagonalisable by assumption, there are at
least two distinct eigenvalues. So let λ1, . . . , λr ∈ C be the distinct
eigenvalues of ρy, where r > 2. Then V = V1 ⊕ . . . ⊕ Vr where Vi is
the λi-eigenspace of ρy. We claim that each Vi is an H-submodule
of V . Indeed, let v ∈ Vi and x ∈ H. Since H is abelian, we have
ρx ◦ ρy = ρy ◦ ρx. This yields ρy(x.v) = (ρy ◦ ρx)(v) = (ρx ◦ ρy)(v) =
ρx(y.v) = λi(y)ρx(v) = λi(y)(x.v) and so x.v ∈ Vi. By Lemma 2.1.2,
each subspace Vi is H-diagonalisable. Now dimVi < dimV for all i.
So, by induction, there exist bases Bi of Vi such that the matrices of
ρx|Vi : Vi → Vi are diagonal for all x ∈ H. Since V = V1⊕ . . .⊕Vr, the
set B := B1 ∪ . . .∪Br is a basis of V with the required property. �

Given λ ∈ H∗, a non-zero vector v ∈ V is called a weight vector
(with weight λ) if x.v = λ(x)v for all x ∈ H. We set

Vλ := {v ∈ V | x.v = λ(x)v for all x ∈ H}.
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Clearly, Vλ is a subspace of V . If Vλ 6= {0}, then Vλ is called a
weight space for H on V . In the setting of Proposition 2.1.3, write
B = {v1, . . . , vn}. Then x.vi = λi(x)vi for all x ∈ H and so vi ∈ Vλi .
Thus, we have V =

∑
16i6n Vλi , that is, V is a sum of weight spaces.

Proposition 2.1.4. Assume that V is H-diagonalisable. Recall the
definition of the set of weights P (V ) ⊆ H∗ above.

(a) For λ ∈ H∗, we have λ ∈ P (V ) if and only if Vλ 6= {0}.

(b) We have V =
⊕

λ∈P (V ) Vλ.

(c) If U ⊆ V is an H-submodule, then U =
⊕

λ∈P (U) Uλ where
P (U) ⊆ P (V ) and Uλ = U ∩ Vλ for all λ ∈ P (U).

Proof. Let B and λ1, . . . , λn ∈ H∗ as in Proposition 2.1.3. Then
P (V ) = {λ1, . . . , λn}. Writing B = {v1, . . . , vn}, we already observed
above that vi ∈ Vλi for all i. Consequently, V =

∑
16i6n Vλi .

(a) Assume first that λ ∈ P (V ). By definition, this means that
λ = λi for some i. Then x.vi = λi(x)vi for all x ∈ H and so vi ∈ Vλi .
Conversely, if Vλ 6= {0}, then there exists some 0 6= v ∈ V such
that x.v = λ(x)v for all x ∈ H. Then v ∈ V =

∑
16i6n Vλi and so

Exercise 2.1.5 below shows that λ = λi for some i.
(b) The λi need not be distinct. So assume that |P (V )| = r > 1

and write P (V ) = {µ1, . . . , µr}; then V =
∑

16i6r Vµi . We now show
that the sum is direct. If r = 1, there is nothing to prove. So assume
now that r > 2 and consider the finite subset

{µi − µj | 1 6 i < j 6 r} ⊆ H∗.

By Exercice 1.4.14, we can choose x0 ∈ H such that all elements of
that subset have a non-zero value on x0. Thus, µ1(x0), . . . , µr(x0) are
all distinct. Then V = V1⊕ . . .⊕Vr where Vi is the µi(x0)-eigenspace
of V . Now, we certainly have

V =
∑

16i6r

Vµi ⊆
⊕

16i6r

Vi = V ;

note that Vµi = {v ∈ V | x.v = µi(x)v for all x ∈ H} ⊆ Vi. Hence,
we must have Vµi = Vi for all i.
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(c) By Lemma 2.1.2, U is H-diagonalisable. So, applying (b)
to U , we obtain that U =

⊕
λ∈P (U) Uλ. Now, we certainly have

Uλ = {u ∈ U | x.u = λ(x)u for all x ∈ H} = U ∩ Vλ
for any λ ∈ H∗. Using (a), this shows that P (U) ⊆ P (V ). �

Exercise 2.1.5. Let H be abelian and V be an H-module. Let r > 1
and λ, λ1, . . . , λr ∈ H∗. Assume that 0 6= v ∈ Vλ and v ∈

∑
16i6r Vλi .

Then show that λ = λi for some i. (This generalises the familiar fact
that eigenvectors corresponding to pairwise distinct eigenvalues are
linearly independent.)

ab hier Woche 4
Now assume that H is a subalgebra of a larger Lie algebra L

with dimL < ∞. Then L becomes an H-module via the restriction
of adL : L→ gl(L) to H. So, for any λ ∈ H∗, we have

Lλ = {y ∈ L | [x, y] = λ(x)y for all x ∈ H}.

In particular, L0 = CL(H) := {y ∈ L | [x, y] = 0 for all x ∈ H} ⊇ H,
where 0 ∈ H∗ denotes the 0-map. If L is H-diagonalisable, then we
can apply the above discussion and obtain a decomposition

L =
⊕

λ∈P (L)

Lλ where P (L) is the set of weights of H on L.

Proposition 2.1.6. We have [Lλ, Lµ] ⊆ Lλ+µ for all λ, µ ∈ H∗;
furthermore, L0 is a subalgebra of L. If L is H-diagonalisable, then
we have the implication: L0 =

∑
λ∈P (L)[Lλ, L−λ] ⇒ L = [L,L].

Proof. Let v ∈ Lλ and w ∈ Lµ. Thus, [x, v] = λ(x)v and [x,w] =
µ(x)w for all x ∈ H. Using anti-symmetry and the Jacobi identity,
we obtain that

[x, [v, w]] = −[v, [w, x]]− [w, [x, v]] = [v, [x,w]] + [[x, v], w]
= µ(x)[v, w] + λ(x)[v, w] = (λ(x) + µ(x))[v, w]

for all x ∈ H and so [v, w] ∈ Lλ+µ. Furthermore, since H is abelian,
H ⊆ L0 = {y ∈ L | [x, y] = 0 for all x ∈ H}. We have [L0, L0] ⊆
L0 and so L0 ⊆ L is a subalgebra. Now assume that L is H-
diagonalisable and that L0 =

∑
λ∈P (L)[Lλ, L−λ]. Then L0 ⊆ [L,L].

Now let λ ∈ P (L), λ 6= 0. Then there exists some h ∈ H such that
λ(h) 6= 0. For any v ∈ Lλ we have [h, v] = λ(h)v. So v is a non-zero
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multiple of [h, v] ∈ [L,L]. It follows that Lλ ⊆ [L,L]. Consequently,
we have L =

∑
λ∈P (L) Lλ ⊆ [L,L] and so L = [L,L]. �

The following result will be useful to verify H-diagonalisability.

Lemma 2.1.7. Let H ⊆ L be abelian and X ⊆ L be a subset such
that L = 〈X〉alg. Assume that there is a subset {λx | x ∈ X} ⊆ H∗

such that x ∈ Lλx for all x ∈ X. Then L is H-diagonalisable, where
every λ ∈ P (L) is a Z>0-linear combination of {λx | x ∈ X}.

Proof. Recall from Section 1.1 that 〈X〉alg = 〈Xn | n > 1〉C, where
Xn consists of all Lie monomials in X of level n. Let us also set

Λn := {λ ∈ H∗ | λ = λx1 + . . .+ λxn for some xi ∈ X}.

We show by induction on n that, for each x ∈ Xn, there exists some
λ ∈ Λn such that x ∈ Lλ. If n = 1, then this is clear by our assump-
tions on X. Now let n > 2 and x ∈ Xn. So x = [y, z] where y ∈ Xi,
z ∈ Xn−i and 1 6 i 6 n − 1. By induction, there are λ ∈ Λi and
µ ∈ Λn−i such that y ∈ Lλ and z ∈ Lµ. By Proposition 2.1.6, we
have x = [y, z] ∈ [Lλ, Lµ] ⊆ Lλ+µ, where λ + µ ∈ Λi+(n−i) = Λn, as
desired. We conclude that L is H-diagonalisable; more precisely,

L = 〈Xn | n > 1〉C =
∑
n>1

∑
λ∈Λn

Lλ,

and each λ ∈ P (L) is a non-negative sum of various λx (x ∈ X). �

The following result will allow us to apply the exponential con-
struction in Lemma 1.2.8 to many elements in L.

Lemma 2.1.8. Let H ⊆ L be abelian and L be H-diagonalisable. Let
0 6= λ ∈ P (L) and y ∈ Lλ. Then adL(y) : L→ L is nilpotent.

Proof. Let µ ∈ P (L) and v ∈ Lµ. Then adL(y)(v) = [y, v] ∈ Lλ+µ by
Proposition 2.1.6. A simple induction on m shows that adL(y)m(v) ∈
Lmλ+µ for all m > 0. Since {mλ + µ | m > 0} ⊆ H∗ is an infinite
subset and P (L) is finite, there is some m > 0 such that mλ + µ 6∈
P (L) and so adL(y)m(v) = 0. Hence, since L = 〈Lµ | µ ∈ P (L)〉C, we
conclude that adL(y) is nilpotent (see Exercise 1.2.4(a)). �
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Exercise 2.1.9. In the setting of Lemma 2.1.8, let y ∈ Lλ where
0 6= λ ∈ P (L). Then adL(y) : L→ L is a nilpotent derivation and so
we can form ϕ := exp

(
adL(y)

)
∈ Aut(L). Show that, if J ⊆ L is an

ideal, then ϕ(J) ⊆ J .

Example 2.1.10. Let L = gln(C), the Lie algebra of all n × n-
matrices over C. A natural candidate for an abelian subalgebra is

H := {x ∈ L | x diagonal matrix} (dimH = n).

For 1 6 i 6 n, let εi ∈ H∗ be the map that sends a diagonal matrix to
its i-th diagonal entry. Then {ε1, . . . , εn} is a basis of H∗. If n = 1,
then L = H. Assume now that n > 2; then H $ L. For i 6= j let
eij ∈ L be the matrix with entry 1 at position (i, j), and 0 everywhere
else. Then a simple matrix calculation shows that

(a) [x, eij ] = (εi(x)− εj(x))eij for all x ∈ H.

Thus, εi − εj ∈ P (L) and eij ∈ Lεi−εj . Furthermore, we have

(b) L = H︸︷︷︸
⊆L0

⊕
⊕

16i,j6n
i6=j

Ceij︸︷︷︸
⊆Lεi−εj

.

So L is H-diagonalisable, where P (L) = {0}∪{εi− εj | i 6= j}. Next,
note that the weights εi − εj for i 6= j are pairwise distinct and non-
zero. Since there are n2 − n of them, Proposition 2.1.4 shows that
dimL = dimL0 +

∑
i6=j dimLεi−εj > n + (n2 − n) = n2 = dimL.

Hence, all the above inequalities and inclusions must be equalities.
We conclude that

(c) L0 = H and Lεi−εj = 〈eij〉C for all i 6= j.

Finally, as in Corollary 1.6.8, we have a triangular decomposition
L = N+ ⊕ H ⊕ N− where N+ is the subalgebra consisting of all
strictly upper triangular matrices in gln(C) and N− is the subalgebra
consisting of all striclty lower triangular matrices in gln(C). This
decomposition is reflected in properties of P (L) as follows. We set

Φ+ = {εi − εj | 1 6 i < j 6 n} and Φ− := −Φ+.

Then P (L) = {0} tΦ+ tΦ− (disjoint union) and N± =
⊕

α∈Φ± Lα.
Thus, the decomposition L = N+ ⊕H ⊕N− gives rise to a partition
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of P (L) \ {0} into a “positive” part Φ+ and a “negative” part Φ−.
We also note that, for 1 6 i < j 6 n, we have

εi − εj = (εi − εi+1) + (εi+1 − εi+2) + . . .+ (εj−1 − εj).

Hence, if we set αi := εi − εi+1 for 1 6 i 6 n− 1, then

(d) Φ± =
{
±
(
αi + αi+1 + . . .+ αj−1

)
| 1 6 i < j 6 n

}
.

Thus, setting ∆ = {α1, . . . , αn−1}, every non-zero weight of H on L

can be expressed uniquely as a sum of elements of ∆ or of −∆. (Read-
ers familiar with the theory of abstract root systems will recognise the
concept of “simple roots” in the above properties of ∆; see, e.g., Bour-
baki [4, Ch. VI, §1].) In any case, this picture is the prototype of what
is also going on in the Lie algebras sln(C) and gon(Qn,C), and this
is what we will formalise in Definition 2.2.1 below. For the further
discussion of examples, the following remark will be useful.

Remark 2.1.11. Let L ⊆ gln(C) be a subalgebra, and H ⊆ L be
the abelian subalgebra consisting of all diagonal matrices that are
contained in L. First we claim that

(a) L is H-diagonalisable.

Indeed, by the previous example, adgln(C)(x) : gln(C) → gln(C) is
diagonalisable for all diagonal matrices x ∈ gln(C) and, hence, also
for all x ∈ H. Thus, gln(C) is H-diagonalisable. Now [H,L] ⊆ L

and so L is an H-submodule of gln(C). So L is H-diagonalisable by
Lemma 2.1.2. Furthermore, we have the following useful criterion:

(b) We have H = CL(H) if there exists some x0 ∈ H with
distinct diagonal entries.

Indeed, let x0 = diag(x1, . . . , xn) ∈ H with distinct entries xi ∈ C
and y = (yij) ∈ L be such that [x0, y] = x0 · y − y · x0 = 0. Then
xiyij = yijxj for all i, j and so yij = 0 for i 6= j. Thus, y is a diagonal
matrix. Since y ∈ L, we have y ∈ H, as required.

For example, if L = sln(C), then H will consist of all diagonal
matrices with trace 0. In this case, we can take

x0 = diag(1, 2, . . . , n− 1,−n(n− 1)/2) ∈ H.

If L = gon(Qn,C), then the diagonal matrices in L are described in
Remark 1.6.7. In these cases, writing n = 2m + 1 (if m if odd) or
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n = 2m (if n is even), we may take

x0 =
{

diag(1, . . . ,m, 0,−m, . . . ,−1) if n is odd,
diag(1, . . . ,m,−m, . . . ,−1) if n is even.

Example 2.1.12. Consider the subalgebra Lδ ⊆ gl3(C) in Exer-
cise 1.3.3, where 0 6= δ ∈ C. Then the elements

e =

( 0 1 0
0 0 0
0 0 0

)
, h :=

( 1 0 0
0 0 0
0 0 δ

)
, f =

( 0 0 0
0 0 0
0 1 0

)
form a basis of Lδ and one checks by an explicit computation that

[h, e] = e, [h, f ] = δf, [e, f ] = 0.

Hence, we have a triangular decomposition Lδ = N+⊕H⊕N−, where
N+ = 〈e〉C, N− = 〈f〉C and H := 〈h〉C. We have CLδ(H) = H since
h satisfies the condition (b) in Remark 2.1.11. The corresponding set
of weights is given by P (Lδ) = {0, α, δα}, where α ∈ H∗ is defined by
α(h) = 1. Thus, if δ = −1, then we have a partition of P (Lδ) \ {0}
into a “positive” and a “negative” part (symmetrical to each other).
On the other hand, if δ = 1, then we only have a “positive” part but
no “negative” part at all. So this example appears to differ from that
of gln(C) in a crucial way. We shall see that this difference has to do
with the property that [e, f ] = 0, that is, [N+, N−] = {0}. We also
know from Exercise 1.3.3 that Lδ is solvable, while gln(C) is not.

2.2. Lie algebras of Cartan–Killing type

Let L be a finite-dimensional Lie algebra over k = C, andH ⊆ L be an
abelian subalgebra. Then we regard L as an H-module via the restric-
tion of adL : L → gl(L) to H. Let P (L) ⊆ H∗ be the corresponding
set of weights. Motivated by the examples and the discussion in the
previous section, we introduce the following definition.

Definition 2.2.1 (Cf. Kac [21, Chap. 1] and Moody–Pianzola [25,
§2.1 and §4.1]). We say that (L,H) is of Cartan–Killing type if there
exists a linearly independent subset ∆ = {αi | i ∈ I} ⊆ H∗ (where I
is a finite index set) such that the following conditions are satisfied.

(CK1) L is H-diagonalisable, where L0 = H.
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(CK2) Each λ ∈ P (L) is a Z-linear combination of ∆ = {αi | i ∈ I}
where the coefficients are either all > 0 or all 6 0.

(CK3) We have L0 =
∑
i∈I [Lαi , L−αi ].

We set Φ := {α ∈ P (L) | α 6= 0}. Thus, L = H ⊕
⊕

α∈Φ Lα, which
is called the Cartan decomposition of L. Then H is called a Cartan
subalgebra and Φ the set of roots of L with respect to H. We may
also speak of (Φ,∆) as a based root system.

We say that α ∈ Φ is a positive root if α =
∑
i∈I niαi where ni > 0

for all i ∈ I; similarly, α ∈ Φ is a negative root if α =
∑
i∈I niαi where

ni 6 0 for all i ∈ I. Let Φ+ be the set of all positive roots and Φ−
be the set of all negative roots. Thus, Φ = Φ+ tΦ− (disjoint union).

Remark 2.2.2. We will see later that a Lie algebra L as in Defini-
tion 2.2.1 is semisimple; so all of the above notions (“Cartan subal-
gebra”, “roots” etc.) are consistent with the common usage in the
general theory of semisimple Lie algebras. Conversely, any semisim-
ple Lie algebra is of Cartan–Killing type. This result is in fact proved
along the proof of the classification result in Theorem 1.6.9.

The further theory will now be developed from the axioms in
Definition 2.2.1. We begin with the following two basic results.

Lemma 2.2.3. Assume that L is H-diagonalisable. Let λ ∈ H∗ be
such that [Lλ, L−λ] ⊆ H. If the restriction of λ to [Lλ, L−λ] is zero,
then adL(x) = 0 for all x ∈ [Lλ, L−λ].

Proof. Let y ∈ Lλ, z ∈ L−λ, and set x := [y, z] ∈ [Lλ, L−λ] ⊆ H.
Consider the subspace S := 〈x, y, z〉C ⊆ L. Since λ(x) = 0, we have
[x, y] = λ(x)y = 0, [x, z] = −λ(x)z = 0 and [y, z] = x. Thus, S is
a subalgebra of L; furthermore, [S, S] = 〈x〉C and so S is solvable.
We regard L as an S-module via the restriction of adL : L → gl(L)
to S. Since S is solvable, Lie’s Theorem 1.5.4 shows that there is
a basis B of L such that, for any s ∈ S, the matrix of adL(s) with
respect to B is upper triangular. Now x = [y, z] and so adL(x) =
adL(y)◦adL(z)−adL(z)◦adL(y). Hence, the matrix of adL(x) is upper
triangular with 0 along the diagonal. But adL(x) is diagonalisable and
so adL(x) = 0, as desired. �
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Lemma 2.2.4. Assume that L is H-diagonalisable. Let λ ∈ H∗ be
such that [Lλ, L−λ] ⊆ H and the restriction of λ to [Lλ, L−λ] is non-
zero; in particular, λ 6= 0 and Lλ 6= {0}. Then we have dimL±λ = 1
and P (L) ∩ {nλ | n ∈ Z} = {0,±λ}.

Proof. By assumption, there exist elements e ∈ Lλ and f ∈ L−λ
such that h := [e, f ] ∈ [Lλ, L−λ] ⊆ H and λ(h) 6= 0. Note that e 6= 0,
f 6= 0, h 6= 0. Replacing f by a scalar multiple if necessary, we may
assume that λ(h) = 2. Then we have the relations

[e, f ] = h, [h, e] = λ(h)e = 2e, [h, f ] = −λ(x)f = −2f.

Thus, S := 〈e, h, f〉C is a 3-dimensional subalgebra of L that is isomor-
phic to sl2(C) (see Exercise 1.2.11). Let p := max{n > 1 | Lnλ 6= {0}}
and consider the subspace

M := Cf ⊕H ⊕ Lλ ⊕ L2λ ⊕ . . .⊕ Lpλ ⊆ L,

where Cf ⊆ L−λ, H ⊆ L0 and some terms Lnλ may be {0} for
2 6 n < p. By Proposition 2.1.6, we have [Lnλ, Lmλ] ⊆ L(n+m)λ for
all n,m ∈ Z. Furthermore, [f, y] ∈ H for all y ∈ Lλ (by assumption),
[x, f ] = −λ(x)f ∈ Cf for all x ∈ H, and [H,Lnλ] ⊆ Lnλ for all
n ∈ Z. It follows that [S,M ] ⊆ M and so M may be regarded as
an S-module via the restriction of adL : L → gl(L) to S. The set of
eigenvalues of h on M is contained in {−2, 0, 2, 4, . . . , 2p}, where −2
has multiplicity 1 as an eigenvalue and 0, 2, 2p have multiplicity at
least 1. Now, if we had p > 2, then −2p should also be an eigenvalue
by Proposition 1.5.11, contradiction. So we have p = 1. But then the
trace of h on M is −2 + 2m where m > 1 is the multiplicity of 2 as
an eigenvalue. By Proposition 1.5.11, that trace is 0 and so m = 1.
Thus, we have shown that dimLλ = 1 and nλ 6∈ P (L) for all n > 2.

Finally, since [Lλ, L−λ] 6= {0}, we have L−λ 6= {0} and so we
can repeat the whole argument with the roles of λ and −λ reversed.
Thus, we also have dimL−λ = 1 and L−nλ = {0} for all n > 2. �

Proposition 2.2.5. Assume that the conditions in Definition 2.2.1
hold. Then, for each i ∈ I, we have

dimLαi = dimL−αi = dim[Lαi , L−αi ] = 1,

and there is a unique hi ∈ [Lαi , L−αi ] with αi(hi) = 2. Furthermore,
∆ = {αi | i ∈ I} is a basis of H∗ and {hi | i ∈ I} is a basis of H.
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Proof. Let I ′ be the set of all i ∈ I such that the restriction of
αi to [Lαi , L−αi ] is non-zero; in particular, [Lαi , L−αi ] 6= {0} and
L±αi 6= {0} for i ∈ I ′. Now let us fix i ∈ I ′. By Lemma 2.2.4,
we have dimLαi = dimL−αi = 1. So there are elements ei 6= 0
and fi 6= 0 such that Lαi = 〈ei〉C, L−αi = 〈fi〉C. Consequently, we
have [Lαi , L−αi ] = 〈hi〉C where 0 6= hi := [ei, fi] and αi(hi) 6= 0.
So, replacing fi by a scalar multiple if necessary, we can assume that
αi(hi) = 2; then hi is uniquely determined (since dim[Lαi , L−αi ] = 1).
Thus, by (CK3), we have

H = H ′ + 〈hi | i ∈ I ′〉C where H ′ :=
∑
j∈I\I′

[Lαj , L−αj ].

Now let j ∈ I \ I ′. Then the restriction of αj to [Lαj , L−αj ] is zero
and so Lemma 2.2.3 shows that adL(x) = 0 for all x ∈ [Lαj , L−αj ] ⊆
H. On the other hand, if x ∈ H, then adL(x) is diagonalisable,
with eigenvalues given by λ(x) for λ ∈ P (L). We conclude that, if
x ∈ [Lαj , L−αj ], then λ(x) = 0 for all λ ∈ P (L). In particular, the
restrictions of all αi (i ∈ I) to [Lαj , L−αj ] are zero.

Assume, if possible, that I ′ $ I. Then the restrictions of the
linear maps αi (i ∈ I) to the subspace 〈hj | j ∈ I ′〉C are lin-
early dependent. So there are scalars ci ∈ C, not all 0, such that∑
i∈I ciαi(hj) = 0 for all j ∈ I ′. But, we have just seen that αi(x) = 0

for all x ∈ H ′. Hence,
∑
i∈I ciαi(x) = 0 for all x ∈ H, contradiction

to {αi | i ∈ I} being linearly independent. So we must have I ′ = I,
which shows that H = 〈hi | i ∈ I〉C. On the other hand, since
{αi | i ∈ I} is linearly independent, we have dimH = dimH∗ > |I|.
Hence, {hi | i ∈ I} is a basis of H and {αi | i ∈ I} is a basis of H∗. �

Definition 2.2.6. Assume that the conditions in Definition 2.2.1
hold. Let hi ∈ H (i ∈ I) be as in Proposition 2.2.5. Then

A =
(
αj(hi)

)
i,j∈I

is called the structure matrix of L (with respect to ∆).
Note that, since {hi | i ∈ I} is a basis of H and {αi | i ∈ I} is a

basis of H∗, we certainly have det(A) 6= 0.

Example 2.2.7. Let L = sln(C) (n > 2) and H ⊆ L be the abelian
subalgebra of all diagonal matrices in L; we have dimH = dimH∗ =
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n − 1. By Remark 2.1.11, L is H-diagonalisable and CL(H) = H.
Thus, (CK1) holds. For 1 6 i 6 n, let εi ∈ H∗ be the map which
sends a diagonal matrix to its i-th diagonal entry. (Note that, now,
we have the linear relation ε1 + . . . + εn = 0.) For i 6= j let eij ∈ L
be the matrix with entry 1 at position (i, j), and 0 everywhere else.
Then we have again L = H ⊕

⊕
i6=j Ceij . By the same computations

as in Example 2.1.10, we see that P (L) = {0} ∪ Φ, where

Φ := {±(αi + αi+1 + . . .+ αj−1) | 1 6 i < j 6 n}

and αi = εi − εi+1 for 1 6 i 6 n − 1. Thus, (CK2) holds, but we
still need to check that {α1, . . . , αn−1} ⊆ H∗ is linearly independent.
For this purpose, let U := 〈α1, . . . , αn−1〉C. If we had U $ H∗, then
U◦ := {x ∈ H | λ(x) = 0 for all λ ∈ U} 6= {0}, by standard duality
properties in Linear Algebra. Let 0 6= x ∈ U◦. Then α1(x) = 0 and
so the first two diagonal entries of x are equal. Next, since α2(x) = 0,
the second and third diagonal entries are equal. Hence, we conclude
that all diagonal entries are equal and so Trace(x) 6= 0, contradiction.
Hence, since dimH∗ = n− 1, the set {α1, . . . , αn−1} is a basis of H∗.
Given the above description of Φ, this now shows that |Φ| = n2 − n,
and so a dimension argument as in Example 2.1.10 yields that

L0 = H and dimLα = 1 for all α ∈ Φ.

Finally, we set ei := ei,i+1 ∈ Lαi and fi := ei+1,i ∈ L−αi for 1 6 i 6
n−1. Then hi := [ei, fi] ∈ H is the diagonal matrix with entries 1,−1
at positions i, i+1 (and 0 otherwise). We see that {h1, . . . , hn−1} is a
basis of H and, hence, that H =

∑
16i6n−1[Lαi , L−αi ]. Thus, (CK3)

also holds and so (L,H) is of Cartan–Killing type with respect to
∆ = {α1, . . . , αn−1}. We compute that

A =
(
αj(hi)

)
=



2 −1
−1 2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1
−1 2


∈Mn−1(Z)

where all non-specified entries are 0. Note that hi ∈ [Lαi , L−αi ] and
αi(hi) = 2. Hence, the above elements {h1, . . . , hn−1} are indeed
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the elements whose existence and uniqueness is proved in Proposi-
tion 2.2.5. We know that det(A) 6= 0 but we leave it as an exercise
to compute that det(A) = n.

Assume from now on that (L,H) is of Cartan–Killing type with
respect to ∆ = {αi | i ∈ I}, as in Definition 2.2.1.

Lemma 2.2.8. Let α ∈ Φ+ and i ∈ I. If α + mαi ∈ Φ for some
m ∈ Z, then α = αi or α+mαi ∈ Φ+.

Proof. Write α =
∑
j∈I njαj where nj ∈ Z>0 for all j. Assume that

α 6= αi; since α ∈ Φ+, we also have α 6= −αi. By Proposition 2.2.5,
the restriction of αi to [Lαi , L−αi ] is non-zero and so Lemma 2.2.4
implies that α 6∈ Zαi. Hence, we must have ni0 > 0 for some i0 6= i.
But then ni0 > 0 is also the coefficient of αi0 in α+mαi. Since every
root is either in Φ+ or in Φ−, we conclude that α+mαi ∈ Φ+. �

Remark 2.2.9. Let i ∈ I and hi ∈ [Lαi , L−αi ] be as in Proposi-
tion 2.2.5. Let ei ∈ Lαi and fi ∈ L−αi be such that hi = [ei, fi].
Since dimL±αi = 1, we have Lαi = 〈ei〉C and L−αi = 〈fi〉C. Fur-
thermore, since αi(hi) = 2, we have [hi, ei] = 2ei and [hi, fi] = −2fi.
Thus, Si := 〈ei, hi, fi〉C ⊆ L is a 3-dimensional subalgebra isomorphic
to sl2(C). We call {ei, hi, fi} an sl2-triple in L. This will provide a
powerful tool in the study of L. The elements {ei, fi | i ∈ I} are
called Chevalley generators of L. Note that the fi are determined
once the ei are chosen (via the relations hi = [ei, fi]); the ei are only
unique up to non-zero scalar multiples.

Remark 2.2.10. In the proof of Lemma 2.2.4, we used the results
on representations of sl2(C) that we obtained in Section 1.5. We can
now push this argument much further. So let us fix i ∈ I and let
{ei, hi, fi} be a corresponding sl2-triple, as above. Then sl2(C) ∼=
Si := 〈ei, hi, fi〉C ⊆ L. Let us also fix β ∈ Φ such that β 6= ±αi.
Since Φ is finite, there are well-defined integers p, q > 0 such that

β − qαi, . . . , β − αi, β, β + αi, . . . , β + pαi

are all contained in Φ, but β + (p+ 1)αi 6∈ Φ and β − (q + 1)αi 6∈ Φ.
(It could be that p = 0 or q = 0.) The above sequence of roots is
called the αi-string through β. Now consider the subspace

M := Lβ−qαi ⊕ . . .⊕ Lβ−αi ⊕ Lβ ⊕ Lβ+αi ⊕ . . .⊕ Lβ+pαi ⊆ L.
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We claim that M is an Si-submodule of L. Now, we certainly have
[H,M ] ⊆ M and so M is invariant under hi. By Proposition 2.1.6,
we have [L±αi , Lβ+nαi ] ⊆ Lβ+(n±1)αi for all n ∈ Z. This shows that
all subspaces Lβ+nαi with −q < n < p are invariant under ei and fi.
Finally, by Lemma 2.2.4 (applied to λ = αi), we have β 6= nαi for
all n ∈ Z. Hence, 0 6= β + (p + 1)αi 6∈ Φ and so [Lαi , Lβ+pαi ] ⊆
Lβ+(p+1)αi = {0}. Similarly, we have [L−αi , Lβ−qαi ] ⊆ Lβ−(q+1)αi =
{0}. Thus, M is an Si-submodule of L, as claimed. Now recall
that the module action is given by adL : L → gl(L). Since L is H-
diagonalisable, the eigenvalues of any x ∈ H are given by λ(x) for
λ ∈ P (L) (each with multiplicity dimLλ > 1). So the eigenvalues
of hi on M are given by (β + nαi)(hi) for −q 6 n 6 p, each with
multiplicity dimLβ+nαi > 1. Explicitly, the list of eigenvalues (not
counting multiplicities) is given by

β(hi)− 2q, . . . , β(hi)− 2, β(hi), β(hi) + 2, . . . , β(hi) + 2p.

By Proposition 1.5.11, all eigenvalues of hi are integers, and if m ∈ Z
is an eigenvalue, then so is −m. In particular, the largest eigenvalue
is the negative of the smallest eigenvalue. First of all, this implies
that β(hi) + 2p = −(β(hi)− 2q) and so

(a) β(hi) = q − p ∈ Z.

Furthermore, −q 6 p− q = −β(hi) 6 p. Thus, we conclude that

(b) β − β(hi)αi ∈ Φ belongs to the αi-string through β.

We can go even one step further. Let 0 6= v+ ∈ Lβ+pαi be fixed.
Then hi.v+ = cv+ where c = β(hi) + 2p = (q− p) + 2p = p+ q. Since
[ei, v+] ∈ Lβ+(p+1)αi = {0}, we have ei.v+ = {0} and so v+ ∈ M is
a primitive vector, as in Remark 1.5.9. Correspondingly, we have a
subspace E := 〈vn | n > 0〉C ⊆M , where

v0 := v+ and vn+1 := 1
n+1 [fi, vn] for all n > 0.

(We also set v−1 := 0.) As shown in Remark 1.5.9, we have

dimE = c+ 1 = p+ q + 1 and E = 〈v0, v1, . . . , vp+q〉C.

In particular, v0, v1, . . . , vp+q are all non-zero. We can exploit this
as follows. First, v0 = v+ ∈ Lβ+pαi . Hence, if p > 1, then v1 =
[fi, v0] ∈ [L−αi , Lβ+pαi ] ⊆ Lβ+(p−1)αi ; furthermore, if p > 2, then
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v2 = 1
2 [fi, v1] ∈ [L−αi , Lβ+(p−1)αi ] ⊆ Lβ+(p−2)αi . Going on in this

way, we find that 0 6= vp ∈ Lβ . Since [ei, vp] = (c−p+1) = (q+1)vp−1
(see Remark 1.5.9), we conclude that

(c) [fi, [ei, vp]] = (q + 1) [fi, vp−1] = p(q + 1)vp,
[ei, [fi, vp]] = (p+ 1) [ei, vp+1] = q(p+ 1)vp.

In particular, since 0 6= vp ∈ Lα, this implies that

(c’) {0} 6= [Lαi , Lβ ] ⊆ Lβ+αi if p > 0, that is, β + αi ∈ Φ,
{0} 6= [L−αi , Lβ ] ⊆ Lβ−αi if q > 0, that is, β − αi ∈ Φ.

Remark 2.2.11. For future reference, we note that β(hi) ∈ Z for
all β ∈ Φ and all i ∈ I. Indeed, if β 6= ±αi, then this holds by
Remark 2.2.10(a). But if β = ±αi, then β(hi) = ±αi(hi) = ±2.

Corollary 2.2.12. Consider the matrix A = (aij)i,j∈I in Defini-
tion 2.2.6, where aij = αj(hi) for i, j ∈ I. Then the following hold.

(a) aij ∈ Z and aii = 2 for all i, j ∈ I.
(b) aij 6 0 for all i, j ∈ I, i 6= j.
(c) aij 6= 0⇔ aji 6= 0 for all i, j ∈ I.

Proof. (a) See Proposition 2.2.5 and Remark 2.2.11.
(b) Assume, if possible, that aij > 0. Then, by Remark 2.2.10(b),

we have αj−nαi ∈ Φ, where n = αj(hi) > 0, contradiction to (CK2).
(c) This is clear for i = j. Now assume that i 6= j and aji 6= 0;

then aji < 0 by (b). By Remark 2.2.10(b), we have αi + nαj ∈ Φ,
where n = −αi(hj) = −aji > 0; furthermore, αi+nαj belongs to the
αj-string through αi. Hence, since n > 0, we also have that αi+αj ∈
Φ belongs to that αj-string. Now we reverse the roles of αi and αj
and consider the αi-string through αj . Let p, q > 0 in Remark 2.2.10
be defined with respect to αi and α := αj . Since αj + αi ∈ Φ, we
have p > 1. By (CK2), we have αj − αi 6∈ Φ and so q = 0. Hence,
Remark 2.2.10(a) shows that aij = αj(hi) = −p < 0. �

Exercise 2.2.13. In the setting of Remark 2.2.10, show that p =
max{n > 0 | β + nαi ∈ Φ} and q = max{n > 0 | β − nαi ∈ Φ}.
Deduce that, if β ± nαi ∈ Φ for some n > 0, then β ± αi ∈ Φ.



2.3. The Weyl group 55

2.3. The Weyl group
ab hier Woche 5

We keep the basic setting of the previous section, where (L,H) is of
Cartan–Killing type with respect to ∆ = {αi | i ∈ I} ⊆ H∗. The
formula in Remark 2.2.10(b) suggests the following definition.

Definition 2.3.1. For i ∈ I, let hi ∈ [Lαi , L−αi ] be as in Proposi-
ton 2.2.5. We define a linear map si : H∗ → H∗ by

si(λ) := λ− λ(hi)αi for λ ∈ H∗.

Note that si(αi) = αi− 2αi = −αi and si(λ) = λ for all λ ∈ H∗ with
λ(hi) = 0. Since H∗ = 〈αi〉C ⊕ {λ ∈ H∗ | λ(hi) = 0}, we conclude
that si is diagonalisable, with one eigenvalue equal to −1 and |I| − 1
eigenvalues equal to 1. In particular, s2

i = idH∗ , det(si) = −1 and
si ∈ GL(H∗). The subgroup

W := 〈si | i ∈ I〉 ⊆ GL(H∗)

is called the Weyl group of L (with respect to ∆). Note that, since
s−1
i = si for all i ∈ I, every element w ∈ W can be written as a

product w = si1 · · · sir where r > 0 and i1, . . . , ir ∈ I. (Such an
expression for w is by no means unique; we have w = id if r = 0.)

Remark 2.3.2. By Remark 2.2.10, we have si(α) ∈ Φ for all α ∈ Φ
with α 6= ±αi. But we also have si(αi) = −αi and so si(Φ) = Φ.
Consequently, we have w(Φ) = Φ for all w ∈W . So we have an action
of the group W on the finite set Φ via

W × Φ→ Φ, (w,α) 7→ w(α).

Let Sym(Φ) denote the symmetric group on Φ. Then we obtain a
group homomorphism π : W → Sym(Φ), w 7→ πw, where πw(α) :=
w(α) for all α ∈ Φ. If πw = idΦ, then w(α) = α for all α ∈ Φ. In
particular, w(αi) = αi for all i ∈ I. Since {αi | i ∈ I} is a basis of H∗,
it follows that w = idH∗ . Thus, π is injective and W is isomorphic to
a subgroup of Sym(Φ); in particular, W is a finite group.

In order to prove the “Key Lemma” below, we shall use a con-
struction that essentially relies on the fact that W is a finite group.
For this purpose, let E := 〈αi | i ∈ I〉R ⊆ H∗. Then E is an R-vector
space, and {αi | i ∈ I} still is a basis of E. By (CK2), we have Φ ⊆ E.
Since α(hi) ∈ Z for all α ∈ Φ and i ∈ I (see Remark 2.2.11), we also
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have si(E) ⊆ E for all i ∈ I and so w(E) ⊆ E for all w ∈ W . Thus,
we may regard W as a subgroup of GL(E) (but we will not introduce
a separate notation for this). Let 〈 , 〉0 : E ×E → R be the standard
scalar product for which {αi | i ∈ I} is an orthonormal basis. Thus,
for v, v′ ∈ E we have 〈v, v′〉0 =

∑
i,j∈I xix

′
j where v =

∑
i∈I xiαi and

v′ =
∑
j∈I x

′
jαj , with xi, x′j ∈ R for all i, j ∈ I. Then we define a new

map 〈 , 〉 : E × E → R by

〈v, v′〉 :=
∑
w∈W
〈w(v), w(v′)〉0 for v, v′ ∈ E.

Since E → E, v 7→ w(v), is linear for each w ∈ W , it is clear that
〈 , 〉 is a symmetric bilinear form. For v ∈ E, we have

〈v, v〉 =
∑
w∈W

〈w(v), w(v)〉0︸ ︷︷ ︸
>0

> 0.

If 〈v, v〉 = 0, then 〈w(v), w(v)〉0 = 0 for all w ∈W . In particular, this
holds for w = idE and so 〈v, v〉0 = 0. But 〈 , 〉0 is positive-definite
and so v = 0. Thus, 〈 , 〉 is also positive-definite. Finally, taking the
sum over all w ∈W implies the following invariance property:

〈w(v), w(v′)〉 = 〈v, v′〉 for all w ∈W and v, v′ ∈ E.

Indeed, for a fixed w ∈W , we have

〈w(v), w(v′)〉 =
∑
w′∈W

〈w′w(v), w′w(v′)〉0.

Now, since W is a group, the map W →W , w′ 7→ w′w, is a bijection.
Hence, up to reordering terms, the sum on the right hand side is the
same as the sum in the definition of 〈v, v′〉.

Remark 2.3.3. Let i ∈ I and λ ∈ E; recall that E = 〈αi | i ∈ I〉R ⊆
H∗. Using the relation si(αi) = −αi, the defining formula for si(λ),
and the above invariance property, we obtain the following identities:

−〈αi, λ〉 = 〈si(αi), λ〉 = 〈s2
i (αi), si(λ)〉 = 〈αi, si(λ)〉

= 〈αi, λ− λ(hi)αi〉 = 〈αi, λ〉 − λ(hi)〈αi, αi〉.

Since 〈αi, αi〉 ∈ R>0, this yields the fomula

λ(hi) = 2 〈αi, λ〉
〈αi, αi〉

for all λ ∈ E and i ∈ I.

This formula shows that each si : E → E is a reflection with root αi.



2.3. The Weyl group 57

Lemma 2.3.4 (Key Lemma). Let α ∈ Φ+ but α 6∈ ∆. Then there
exists some i ∈ I such that α(hi) ∈ Z>0. Furthermore, we have
si(α) = α− α(hi)αi ∈ Φ+ and α− αi ∈ Φ+.

Proof. We write α =
∑
i∈I niαi where ni ∈ Z>0 for all i. Since

0 6= α ∈ E, we can apply the above discussion and obtain∑
i∈I

ni 〈αi, α〉︸ ︷︷ ︸
∈R

= 〈α, α〉 > 0.

Since ni > 0 for all i, there must be some i ∈ I such that ni > 0
and 〈αi, α〉 > 0. Furthermore, since 〈αi, αi〉 > 0, the formula in
Remark 2.3.3 shows that we also have α(hi) > 0. By Remark 2.2.11,
α(hi) ∈ Z and so α(hi) ∈ Z>0, as desired. Now, since α ∈ Φ+ \∆, we
have α 6= ±αi. Hence, Remark 2.2.10(b) shows that α− α(hi)αi ∈ Φ
belongs to the αi-string through α. Since α(hi) ∈ Z>0, we conclude
that α − αi also belongs to that αi-string and so α − αi ∈ Φ. It
remains to show that α − αi ∈ Φ+ and α − α(hi)αi ∈ Φ+. But this
follows from Lemma 2.2.8, since α 6= αi. �

Remark 2.3.5. Since {αi | i ∈ I} is a basis of H∗, we can define a
linear map ht: H∗ → C by ht(αi) := 1 for i ∈ I. Let α ∈ Φ and write
α =

∑
i∈I niαi where ni ∈ Z for all i. Then ht(α) =

∑
i∈I ni ∈ Z is

called the height of α. Since Φ = Φ+ t Φ−, we have

ht(α) = 1⇔ α ∈ ∆; ht(α) > 1⇔ α ∈ Φ+; ht(α) 6 −1⇔ α ∈ Φ−.

The “Key Lemma” often allows us to argue by induction on the height
of roots; here is a first example. Let α ∈ Φ+ and n = ht(α) > 1. Then
we can write α = αi1 + . . .+ αin where ij ∈ I for all j and, for each
j ∈ {1, . . . , n}, we also have αij + . . .+ αin ∈ Φ+.

We argue by induction on n := ht(α) > 1. If n = 1, then α = αi
for some i ∈ I and we are done. Now let n > 2. Then α 6∈ ∆ and so,
by Lemma 2.3.4, we have β := α − αi1 ∈ Φ+ for some i1 ∈ I. Now
ht(β) = n− 1. By induction, there exist i2, . . . , in ∈ I such that the
required conditions hold for β. But then α = αi1 + αi2 + . . . + αin
and the required conditions hold for α.

Theorem 2.3.6. Recall that (L,H) is of Cartan–Killing type with
respect to ∆ = {αi | i ∈ I}. Then the following hold.
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(a) Φ = {w(αi) | w ∈W, i ∈ I} and Φ− = −Φ+.
(b) If α ∈ Φ and 0 6= c ∈ C are such that cα ∈ Φ, then c = ±1.

Proof. (a) Let Φ0 := {w(αi) | w ∈ W, i ∈ I}. By Remark 2.3.2,
Φ0 ⊆ Φ. Next, let α ∈ Φ+. We show by induction on n := ht(α) > 1
that α ∈ Φ0. If n = 1, then α = αi for some i ∈ I and so α =
id(αi) ∈ Φ0. Now let n > 2. By Lemma 2.3.4, there is some j ∈ I
such that α(hj) ∈ Z>0 and β := sj(α) = α−α(hj)αj ∈ Φ+. We have
ht(β) = n− α(hj) < n. By induction, β ∈ Φ0 and so β = w′(αi) for
some w′ ∈ W and i ∈ I. But then α = s2

j (α) = sj
(
sj(α)

)
= sj(β) =

sjw
′(αi) ∈ Φ0, as required. Thus, we have shown that Φ+ ⊆ Φ0.
Next, let α ∈ Φ+. Since α ∈ Φ0, we can write α = w(αi),

where w ∈ W and i ∈ I, as above. Since si(αi) = −αi, we obtain
−α = w(−αi) = wsi(αi) ∈ Φ0 ⊆ Φ. Furthermore, since α ∈ Φ+, we
have −α ∈ Φ−. Thus, we have shown that −Φ+ ⊆ Φ− ∩ Φ0.

Now, there is a symmetry in Definition 2.2.1. If we set α′i := −αi
for all i ∈ I, then (L,H) also is of Cartan–Killing type with respect
to ∆′ := {α′i | i ∈ I}. Then, clearly, Ψ+ := Φ− is the corresponding
set of positive roots and Ψ− := Φ+ is the set of negative roots. Now,
the previous argument applied to ∆′ instead of ∆ shows that −Φ− =
−Ψ+ ⊆ Ψ− ∩ Φ0 = Φ+ ∩ Φ0 ⊆ Φ+ and, hence, Φ− ⊆ −Φ+ ⊆ Φ0.
Consequently, Φ = Φ+ ∪ Φ− ⊆ Φ0 and, hence, Φ = Φ0.

(b) Assume that α ∈ Φ and cα ∈ Φ, where 0 6= c ∈ C. By
(a) we can write α = w(αi) for some w ∈ W and i ∈ I. Then
cαi = cw−1(α) = w−1(cα) ∈ Φ and so cαi(hi) ∈ Z by Remark 2.2.11.
But αi(hi) = 2 and so 2c ∈ Z; thus, cαi ∈ Φ, where c = n/2 with
n ∈ Z. On the other hand, we also have β := cα ∈ Φ and c−1β = α ∈
Φ. Hence, a similar argument shows that c−1αj ∈ Φ for some j ∈ I,
where c−1 = m/2 for somem ∈ Z. Thus, we have nm = 4. If m = ±1,
then n = ±4 and so c = ±2; hence, ±2αi ∈ Φ, contradiction to
Lemma 2.2.4 (applied to λ = αi). Similarly, if n = ±1, then m = ±4
and so c−1 = ±2; hence, ±2αj ∈ Φ, contradiction to Lemma 2.2.4
(applied to λ = αj). Thus, we must have n = ±2 and so c = ±1. �

We would like to make it completely explicit that W and Φ are
determined by the single knowledge of the structure matrix A of L.
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Remark 2.3.7. Recall that A = (aij)i,j∈I , where aij = αj(hi) ∈ Z
for all i, j ∈ I. Thus, the defining equation of si yields that

si(αj) = αj − aijαi for all i, j ∈ I.

Hence, if λ ∈ H∗ and λ =
∑
i∈I λiαi ∈ H∗ with λi ∈ C, then we have

(♣) si(λ) =
∑
j∈I

λj
(
αj − aijαi

)
= λ−

(∑
j∈I

aijλj
)
αi.

This shows that the action of si on H∗ is completely determined by A.
For each w ∈ W , let Mw ∈ GLI(C) be the matrix of w with respect
to the basis {αi | i ∈ I} of H∗. We have w = si1 · · · sil for some
i1, . . . , il ∈ I and, hence, also Mw = Msi1

· . . . · Msil
. The above

formulae show that each Msi is completely determined by A, and has
entries in Z. Hence, the set of matrices {Mw | w ∈ W} ⊆ GLI(Z)
is also determined by A. Finally, by Theorem 2.3.6(a), every α ∈ Φ
can be written as α := w(αi) where w ∈ W and i ∈ I. Then α =∑
i∈I niαi where (ni)i∈I ∈ ZI is the i-th column of Mw. Thus,

C (A) :=
{

(ni)i∈I ∈ ZI
∣∣ ∑
i∈I

niαi ∈ Φ
}
⊆ ZI

is completely determined by A. More concretely, every α ∈ Φ is
obtained by repeatedly applying the generators sj of W to the var-
ious αi, using formula (♣). If, in the process, we avoid the relation
si(αi) = −αi, then we just obtain the set

C +(A) :=
{

(ni)i∈I ∈ ZI>0
∣∣ ∑
i∈I

niαi ∈ Φ+
}
⊆ ZI .

(See the proof of Theorem 2.3.6.) Here are a few examples.

Example 2.3.8. Let L = sl3(C), where ∆ = {α1, α2} and

A =
(

2 −1
−1 2

)
; see Example 2.2.7.

The matrices of s1, s2 ∈W with respect to the basis ∆ are given by:

s1 :
(
−1 1

0 1

)
, s2 :

(
1 0
1 −1

)
;

see (♣). A direct computation shows that the product s1s2 ∈ W

has order 3 and so W ∼= S3. Applying s1, s2 repeatedly to α1, α2
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(avoiding wi(αi) = −αi for i = 1, 2), we obtain that

C +(A) = {(1, 0), (0, 1), (1, 1)} or Φ+ = {α1, α2, α1 + α2}

which is, of course, consistent with the general description of the set
of roots Φ for sln(C), n > 2, in Example 2.2.7.

Example 2.3.9. Let L = go4(Q4,C) where Qtr
4 = −Q4, as in Sec-

tion 1.6. We will see later that L is of Cartan–Killing type with
respect to a set ∆ = {α1, α2} and structure matrix

A =
(

2 −1
−2 2

)
.

Using (♣), the matrices of s1, s2 ∈W with respect to ∆ are:

s1 :
(
−1 1

0 1

)
, s2 :

(
1 0
2 −1

)
.

Now s1s2 ∈W has order 4 andW consists of 8 elements with matrices:

±
(

1 0
0 1

)
,±
(
−1 1

0 1

)
,±
(

1 0
2 −1

)
,±
(

1 −1
2 −1

)
.

As above, we obtain that C +(A) = { (1, 0), (0, 1), (1, 1), (1, 2) }. Of
course, this will turn out to be consistent with the general description
of the set of roots Φ for gon(Qn,C) (to be obtained later).

Example 2.3.10. Consider the matrix A =
(

2 −1
−3 2

)
.

We have not yet seen a corresponding Lie algebra but we can just
formally apply the above procedure, where {α1, α2} denotes the stan-
dard basis of C2. Using (♣), the matrices of s1, s2 ∈ GL2(C) are:

s1 :
(
−1 1

0 1

)
, s2 :

(
1 0
3 −1

)
.

The product s1s2 has order 6 and so 〈s1, s2〉 ⊆ GL2(C) is a dihedral
group of order 12. Applying s1, s2 repeatedly to α1, α2 (avoiding
si(αi) = −αi for i = 1, 2), we find the following set C +(A):

{ (1, 0), (0, 1), (1, 1), (1, 2), (1, 3), (2, 3) }

(or {α1, α2, α1 + α2, α1 + 2α2, α1 + 3α2, 2α1 + 3α2} ⊆ C2).
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Table 1. A Python program for computing C+(A)

>>> def refl(A,n,r,i): # apply s_i to root r
... nr=r[:] # make a copy of the root r
... nr[i]-=sum(A[i][j]*nr[j] for j in range(n))
... return nr
>>> def rootsystem(A): # A=structure matrix
... n=len(A)
... R=[[0]*n for i in range(n)] # initialise R with
... for i in range(n): # unit basis vectors
... R[i][i]=1
... for r in R:
... for i in range(n):
... if R[i]!=r: # avoid s_i(alpha_i)=-alpha_i
... nr=refl(A,n,r,i) # apply s_i to r
... if not nr in R: # check if we get something new
... R.append(nr)
... R.sort(reverse=True) # sort list nicely
... R.sort(key=sum)
... return R
>>> rootsystem([[2, -1], [-3, 2]]) # see Example 2.3.10
[[1, 0], [0, 1], [1, 1], [1, 2], [1, 3], [2, 3]]

The above examples illustrate how Φ = Φ+∪ (−Φ+) can be com-
puted by a purely mechanical procedure from the structure matrix A.
In fact, we do not have to do this by hand, but we can simply write a
computer program for this purpose. Table 1 contains such a program
written in the Python language; it outputs the set C +(A). (The func-
tion refl(A,|I|,r,i) implements the formula (♣) in Remark 2.3.7.)
If we apply the program to an arbitrary matrix A, then it will either
return some nonsense or run into an infinite loop.

Exercise 2.3.11. Of course, the above procedure will not work with
any integer matrix A, even if the entries of A satisfy the various
conditions that we have seen so far. For example, let A be( 2 −1 −1

−1 2 −1
−1 −1 2

)
or

( 2 −1 0
−2 2 −1

0 −3 2

)
.

Define s1, s2, s3 ∈ GL3(C) using (♣); show that |〈s1, s2, s3〉| =∞.
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Remark 2.3.12. Consider the structure matrix A = (aij)i,j∈I . The
formula in Remark 2.3.3 shows that

(∗) aij = αj(hi) = 2 〈αi, αj〉
〈αi, αi〉

for all i, j ∈ I.

This has the following implication on A. Let us set di := 〈αi, αi〉 for
i ∈ I. Since all elements w ∈ W are represented by integer matrices
with respect to the basis ∆ of H∗ (see Remark 2.3.7), we see from
the above definition of 〈 , 〉 that di ∈ Z>0. Then (∗) implies that

diaij = 2〈αi, αj〉 = 2〈αj , αi〉 = ajidj for all i, j ∈ I.

Hence, if we denote by D ∈MI(Z) the diagonal matrix with diagonal
entries di (i ∈ I), then D ·A ∈MI(Z) is a symmetric matrix. In fact,
D·A is (up to the factor 2) the Gram matrix of 〈 , 〉 with respect to the
basis ∆ of E. Since 〈 , 〉 is positive-definite, a well-known result from
Linear Algebra shows that det(D · A) > 0; since also det(D) > 0,
we have det(A) > 0. Even more is true: Let I ′ ⊆ I be any (non-
empty) subset and consider the matrix AI′ := (aij)i,j∈I′ ; similarly,
let DI′ ∈ MI′(Z) be the diagonal matrix with diagonal entries di
(i ∈ I ′). Then, by the same argument as above, DI′ ·AI′ is the Gram
matrix of the restriction of 〈 , 〉 to the subspace 〈αi | i ∈ I ′〉R ⊆ E.
That restriction is still positive-definite and so det(AI′) > 0. Thus,
all principal minors of A are positive integers.

2.4. Semisimplicity

We continue to assume that (L,H) is of Cartan–Killing type with re-
spect to ∆ = {αi | i ∈ I}. In this section, we establish the main struc-
tural properties of L. For each i ∈ I let {ei, hi, fi} be a corresponding
sl2-triple, as in Remark 2.2.9; then sl2(C) ∼= Si = 〈ei, hi, fi〉C ⊆ L.

The first step consists of “lifting” the generators si of W to Lie
algebra automorphisms of L. Let i ∈ I. By Lemma 2.1.8, the deriva-
tions adL(ei) : L → L and adL(fi) : L → L are nilpotent. Hence,
t adL(ei) and t adL(fi) are nilpotent derivations for all t ∈ C. So we
can apply the exponential construction in Lemma 1.2.8, and set

xi(t) := exp
(
t adL(ei)

)
∈ Aut(L) for all t ∈ C,

yi(t) := exp
(
t adL(fi)

)
∈ Aut(L) for all t ∈ C.
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Lemma 2.4.1. With the above notation, we set

ni(t) := xi(t) ◦ yi(−t−1) ◦ xi(t) ∈ Aut(L) for 0 6= t ∈ C.

Then the following hold.

(a) We have ni(t)(h) = h− αi(h)hi ∈ H for all h ∈ H.
(b) We have λ

(
ni(t)(h)

)
= si(λ)(h) for all λ ∈ H∗ and h ∈ H.

(c) We have ni(t)(Lα) = Lsi(α) for all α ∈ Φ.

Proof. (a) Let h ∈ H. Let us first determine xi(t)(h). For this
purpose, we need to work out adL(ei)m(h) for all m > 1. Now, we
have adL(ei)(h) = [ei, h] = −[h, ei] = −αi(h)ei and, consequently,
adL(ei)m(h) = 0 for all m > 2. This already shows that

xi(t)(h) =
∑
m>0

(t adL(ei))m(h)
m!

= h− αi(h)tei.

Similarly, we have adL(fi)(h) = [fi, h] = −[h, fi] = αi(h)fi and,
consequently, adL(fi)m(h) = 0 for all m > 2. This shows that

yi(t)(h) =
∑
m>0

(t adL(ei))m(h)
m!

= h+ αi(h)tfi.

Next, we determine yi(t)(ei). We have adL(fi)(ei) = −[ei, fi] = −hi,
ad2
L(fi)(ei) = −[fi, hi] = −2fi and, consequently, adL(fi)m(ei) = 0

for all m > 3. This yields that

yi(t)(ei) =
∑
m>0

(t adL(fi))m(ei)
m!

= ei − thi − t2fi.

Combining the above formulae, we obtain that(
yi(−t−1) ◦ xi(t)

)
(h) = yi(−t−1)

(
h− αi(h)tei

)
=
(
h− αi(h)t−1fi

)
− αi(h)t

(
ei + t−1hi − t−2fi

)
= h− αi(h)hi − αi(h)tei.

Finally, adL(ei)m(ei) = 0 for all m > 1 and so xi(t)(ei) = ei. Hence,

ni(t)(h) = xi(t)
(
h− αi(h)hi − αi(h)tei

)
=
(
h− αi(h)tei

)
− αi(h)

(
hi − 2tei

)
− αi(h)tei

= h− αi(h)hi.
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(b) Recall that si(λ) = λ− λ(hi)αi. Using (a), this yields:

λ
(
ni(t)(h)

)
= λ

(
h− αi(h)hi

)
= λ(h)− αi(h)λ(hi)

= (λ− λ(hi)αi)(h) = si(λ)(h)

for all h ∈ H, as desired.
(c) Let h ∈ H and set h′ := ni(t)(h) ∈ H. Since αi(hi) = 2, we

see using (a) that ni(t)(hi) = −hi; furthermore,

ni(t)(h′) = ni(t)
(
h− αi(h)hi

)
= ni(t)(h) + αi(h)hi = h.

Now let y ∈ Lα and set y′ := ni(t)(y) ∈ L. Then

[h, y′] = [ni(t)(h′), ni(t)(y)] = ni(t)
(
[h′, y]

)
= ni(t)

(
α(h′)y

)
= α(h′)ni(t)(y) = α(h′)y′,

where the second equality holds since ni(t) is a Lie algebra automor-
phism. Now, by (b), we have α(h′) = si(α)(h) and so y′ = ni(t)(y) ∈
Lsi(α). Hence, ni(t)(Lα) ⊆ Lsi(α) and dimLα 6 dimLsi(α). Since
s2
i = idH∗ , we also obtain that ni(t)(Lsi(α)) ⊆ Ls2i (α) = Lα and so

dimLsi(α) 6 dimLα. Hence, we must have ni(t)(Lα) = Lsi(α). �

Proposition 2.4.2. We have dimLα = 1 and dim[Lα, L−α] = 1 for
all α ∈ Φ. In particular, dimL = |I|+ |Φ|.

Proof. Let α ∈ Φ. By Theorem 2.3.6(a) we can write α = w(αi) for
some w ∈ W and i ∈ I. Furthermore, we can write w = si1 · · · sir ,
where r > 0 and i1, . . . , ir ∈ I. Let us set ϕ := ni1(1) ◦ . . . ◦ nir (1) ∈
Aut(L). Now Lemma 2.4.1(c) and a simple induction on r show that

Lα = L(si1 ···sir )(αi) =
(
ni1(1) ◦ . . . ◦ nir (1)

)
(Lαi) = ϕ(Lαi).

Since ϕ ∈ Aut(L), we conclude that dimLα = dimLαi = 1, where
the last equality holds by Proposition 2.2.5. Furthermore, since −α =
−w(αi) = w(−αi), the same argument shows that L−α = ϕ(L−αi).
Again, since ϕ ∈ Aut(L), we also have

[Lα, L−α] = [ϕ(Lαi), ϕ(L−αi)] = ϕ
(
[Lαi , L−αi ]

)
,

and this is 1-dimensional by Proposition 2.2.5. Finally, the formula for
dimL follows from the direct sum decomposition L = H ⊕

⊕
α∈Φ Lα

and the fact that {hi | i ∈ I} is a basis of H. �
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Proposition 2.4.3. For each α ∈ Φ, there exists a unique element
hα ∈ [Lα, L−α] such that α(hα) = 2. (We have hαi = hi for i ∈ I.)
Furthermore, h−α = −hα and hsi(α) = ni(1)(hα) for all i ∈ I.

Proof. By Proposition 2.4.2, we have [Lα, L−α] = 〈h〉C for some 0 6=
h ∈ H. If α(h) = 0, then Lemma 2.2.3 would imply that adL(h) = 0.
In particular, all eigenvalues of adL(h) are zero and so αi(h) = 0 for
all i ∈ I, contradiction since {αi | i ∈ I} is a basis of H∗. Thus,
α(h) 6= 0 and so there is a unique scalar multiple of h on which α

takes value 2. This defines the required element hα.
Since −α ∈ Φ and [L−α, Lα] = [Lα, L−α] is 1-dimensional, we

have h−α = ξhα for some 0 6= ξ ∈ C. But then we conclude that
2 = (−α)(h−α) = −ξα(hα) = −2ξ and so ξ = −1.

Finally, let i ∈ I and β := si(α). We set ni := ni(1) ∈ Aut(L). As
in the above proof, Lβ = ni(Lα), L−β = ni(L−α) and so [Lβ , L−β ] =
ni
(
[Lα, L−α]

)
= 〈ni(hα)〉C. Hence, hβ = ξni(hα) for some 0 6= ξ ∈ C.

Now, by Lemma 2.4.1(b), we have β(ni(h)) = si(β)(h) for all h ∈ H.
Since si(β) = s2

i (α) = α, this yields β(ni(hα)) = α(hα) = 2 and so
2 = β(hβ) = ξβ(ni(hα)) = 2ξ, that is, ξ = 1 and hsi(α) = ni(hα). �

Exercise 2.4.4. (a) By Lemma 2.4.1, we have ni(t)(H) ⊆ H for
all i ∈ I and 0 6= t ∈ C. Show that ni(t)2(h) = h for all h ∈ H.
Furthermore, show that the matrix of ni(t)|H : H → H with respect to
the basis {hi | i ∈ I} ofH has integer coefficients and determinant−1.

(b) Let α ∈ Φ and write α = w(αi) where w ∈ W and i ∈ I;
further write w = si1 · · · sir where i1, . . . , ir ∈ I. Show that

hα =
(
ni1(1) ◦ . . . ◦ nir (1)

)
(hi) ∈ 〈hj | j ∈ I〉Z.

The following result shows that the “Chevalley generators” in
Remark 2.2.9 are indeed generators for L as a Lie algebra.

Proposition 2.4.5. We have L = 〈ei, fi | i ∈ I〉alg.

Proof. Let L0 := 〈ei, fi | i ∈ I〉alg ⊆ L. Since hi = [ei, fi] ∈ L0 for
all i, we have H ⊆ L0. So it remains to show that L±α ⊆ L0 for all
α ∈ Φ+. We proceed by induction on ht(α).

If ht(α) = 1, then α = αi for some i ∈ I. Since Lαi = 〈ei〉C
and L−αi = 〈fi〉C, we have L±αi ⊆ L0 by the definition of L0. Now
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let ht(α) > 1. By the Key Lemma 2.3.4, there exists some j ∈ I

such that β := α − αj ∈ Φ+. We have ht(β) = ht(α) − 1 and so,
by induction, L±β ⊆ L0. By Remark 2.2.10(c’), since αj + β =
α ∈ Φ, we have {0} 6= [Lαj , Lβ ] ⊆ Lαj+β = Lα. Since dimLα = 1
(see Proposition 2.4.2), we conclude that Lα = [Lαj , Lβ ], and this is
contained in L0 because L0 is a subalgebra and Lαj ⊆ L0, Lβ ⊆ L0.
Similarly, −α = −αj − β and L−α = [L−αj , L−β ] ⊆ L0. �

Proposition 2.4.6. Let J ⊆ L be an ideal. If J 6= {0}, then there
exists some i ∈ I such that Si ⊆ J . In particular, J is non-abelian
and so L is semisimple.

Proof. Assume that J 6= {0}. We have [H,J ] ⊆ J and so J is an
H-submodule of L. Hence, by Proposition 2.1.4(b), we have

J = (J ∩H)⊕
⊕
α∈Φ

(J ∩ Lα).

So there are two cases: J ∩ H 6= {0} or J ∩ Lα 6= {0} for some
α ∈ Φ. Assume first that J ∩ H 6= {0}. Let 0 6= h ∈ J ∩ H. Since
{αi | i ∈ I} is a basis of H∗, we have αi(h) 6= 0 for some i ∈ I. Then
αi(h)ei = [h, ei] ∈ J and so ei ∈ J . Hence, also hi = [ei, fi] ∈ J ;
furthermore, −2fi = [hi, fi] ∈ J and so Si ⊆ J , as desired. Now
assume that J ∩ Lα 6= {0} for some α ∈ Φ. By Proposition 2.4.2, we
have dimLα = 1 and so Lα ⊆ J . Consequently, by Proposition 2.4.3,
we also have hα ∈ [Lα, L−α] ⊆ J and we are back in the previous
case. Thus, in any case, Si ⊆ J for some i ∈ I, as claimed. Since
Si ∼= sl2(C) is not abelian, this shows that J is not abelian. Hence, by
Lemma 1.3.9, we must have rad(L) = {0} and so L is semisimple. �

ab hier Woche 6

Definition 2.4.7. Consider the structure matrix A = (aij)i,j∈I of L
or, somewhat more generally, any matrix A = (aij)i,j∈I such that the
aij satisfy the conditions (a), (b), (c) in Corollary 2.2.12. We say that
A is decomposable if there is a partition I = I1 t I2 (where I1, I2 $ I

and I1 ∩ I2 = ∅) such that aij = aji = 0 for all i ∈ I1 and j ∈ I2. In
this case we can label I such that A has a block diagonal shape

A =
(
A1 0
0 A2

)
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where A1 has rows and columns labelled by I1, and A2 has rows and
columns labelled by I2. If no such partition of I exists, then we say
that A is indecomposable. Note that A can be written as a block
diagonal matrix where the diagonal blocks are indecomposable.

Remark 2.4.8. Given A we define a graph with vertex set I; two
vertices i, j ∈ I, i 6= j, are joined by an edge if aij 6= 0. (Recall that
aij 6= 0⇔ aji 6= 0.) Then a standard argument in graph theory shows
that this graph is connected if and only if A is indecomposable (see,
e.g., [4, Ch. IV, Annexe, Cor. 1]). Hence, the indecomposability of A
can be alternatively expressed as follows. For any i, j ∈ I such that
i 6= j, there exists a sequence of distinct indices i = i0, i1, . . . , ir = j

in I, where r > 1 and ailil+1 6= 0 for 0 6 l 6 r − 1.

Lemma 2.4.9. Assume that the structure matrix A = (aij)i,j∈I of
L is decomposable and write I = I1 t I2 (disjoint union), as above.
We define E1 := 〈αi | i ∈ I1〉R ⊆ H∗ and E2 := 〈αi | i ∈ I2〉R ⊆ H∗.
Then E1 ∩ E2 = {0} and Φ = Φ1 t Φ2 (disjoint union), where

Φ1 := Φ ∩ E1 6= ∅ and Φ2 := Φ ∩ E2 6= ∅;

furthermore, α± β 6∈ Φ ∪ {0} for all α ∈ Φ1 and β ∈ Φ2.

Proof. Since I is the disjoint union of I1 and I2, we certainly have
E1 ∩E2 = {0}. Let i ∈ I1 and j ∈ I. Then si(αj) = αj − αj(hi)αi =
αj − aijαi. Hence, if j ∈ I1, then si(αj) ∈ E1; if j ∈ I2, then
si(αj) = αj , since aij = 0. Consequently, we have:

(a) i ∈ I1 ⇒ si(E1) ⊆ E1 and si(v) = v for all v ∈ E2.

Similarly, we see that

(b) i ∈ I2 ⇒ si(E2) ⊆ E2 and si(v) = v for all v ∈ E1.

It follows that w(E1) ⊆ E1 and w(E2) ⊆ E2 for all w ∈ W . (Indeed,
by (a) and (b), the desired property holds for all generators si of W
and, hence, it holds for all elements of W .) Now, by Theorem 2.3.6(a),
we have Φ = {w(αi) | w ∈W, i ∈ I} and so Φ = Ψ1 ∪Ψ2, where

Ψ1 := {w(αi) | w ∈W, i ∈ I1} ⊆ {w(v) | w ∈W, v ∈ E1} ⊆ E1,

Ψ2 := {w(αi) | w ∈W, i ∈ I2} ⊆ {w(v) | w ∈W, v ∈ E2} ⊆ E2.
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Thus, Ψ1 ⊆ Φ ∩ E1 = Φ1 and Ψ2 ⊆ Φ ∩ E2 = Φ2. This yields that

Φ = Ψ1 ∪Ψ2 ⊆ Φ1 ∪ Φ2 ⊆ Φ.

Furthermore, since E1 ∩ E2 = {0} and 0 6∈ Φ, we have Ψ1 ∩ Ψ2 = ∅
and Φ1 ∩ Φ2 = ∅. So we conclude that all of the above inclusions
must be equalities; hence, Ψ1 = Φ1 and Ψ2 = Φ2.

Finally, let α ∈ Φ1 and β ∈ Φ2. If α ± β = 0, then α = ±β ∈
E1∩E2 = {0}, a contradiction. Now let α±β ∈ Φ. Since Φ = Φ1∪Φ2,
we have α± β ∈ Φ1 or α± β ∈ Φ2. In the first case, α± β ∈ E1 and
so ±β = (α± β)−α ∈ E1 ∩E2 = {0}, a contradiction. In the second
case, α ± β ∈ E2 and so α = (α ± β) ∓ β ∈ E1 ∩ E2 = {0}, again a
contradiction. Thus, we have α± β 6∈ Φ ∪ {0}. �

Exercise 2.4.10. In the above setting, consider the subgroups

W1 := 〈si | i ∈ I1〉 ⊆W and W2 := 〈si | i ∈ I2〉 ⊆W.

Use (a), (b) in the above proof to show that W = W1 ·W2 = W2 ·W1
and W1 ∩W2 = {id}. Also show that Φs = {w(αi) | w ∈ Ws, i ∈ Is}
for s = 1, 2. Thus, Φ1 and Φ2 are entirely determined by I1 and I2.

Lemma 2.4.11. Let I ′ ⊆ I be any subset. We set

H ′ := 〈hi | i ∈ I ′〉C, E′ := 〈αi | i ∈ I ′〉R ⊆ H∗, Φ′ := Φ ∩ E′.

Then L′ := H ′ ⊕
⊕

α∈Φ′ Lα ⊆ L is a subalgebra of L.

Proof. Since H is abelian and [H,Lα] ⊆ Lα for all α ∈ Φ, it is clear
that [H,L′] ⊆ H ′. Now let α, β ∈ Φ′. Again, we have [Lα, H] =
[H,Lα] ⊆ Lα ⊆ L′. Finally, we must show that [Lα, Lβ ] ⊆ L′. If
[Lα, Lβ ] = {0}, then this is clear. Now assume that [Lα, Lβ ] 6= {0}.
By Proposition 2.1.6, we have [Lα, Lβ ] ⊆ Lα+β , and so either α+β =
0 or α + β ∈ Φ. In the second case, since α ∈ E′ and β ∈ E′, we
also have α + β ∈ Φ ∩ E′ = Φ′ and so Lα+β ⊆ L′, as required. Now
assume that α + β = 0, that is, β = −α. Then [Lα, Lβ ] = 〈hα〉C by
Propositions 2.4.2 and 2.4.3. It remains to show that hα ∈ H ′ for
all α ∈ Φ′. Since h−α = −hα (see Proposition 2.4.3), it is enough to
do this for α ∈ Φ′ ∩ Φ+. We now argue by induction on ht(α). If
ht(α) = 1, then α = αi for some i ∈ I. Since also αi ∈ Φ′ ⊆ E′, we
have i ∈ I ′ and so hi = hαi ∈ H ′. Now assume that ht(α) > 1. By
the Key Lemma 2.3.4, there exists some i ∈ I such that n = α(hi) > 0
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and α′ := si(α) = α−nαi ∈ Φ+. Since α ∈ E′ and every root is either
positive or negative, we must have i ∈ I ′ and so α′ ∈ Φ′ ∩ Φ+. Since
ht(α′) = ht(α)− n < ht(α), we can apply induction; thus, hα′ ∈ H ′.
Now α = si(α′) and so hα = ni(1)(hα′); see again Proposition 2.4.3.
Finally, Lemma 2.4.1(a) shows that hα = hα′ − αi(hα′)hi ∈ H ′. �

Exercise 2.4.12. Assume that we are in the set-up of Lemma 2.4.11.
For any λ ∈ H∗, denote by λ′ ∈ H ′∗ the restriction of λ to H ′.
Use Remark 2.3.12 to show that ∆′ := {α′i | i ∈ I ′} ⊆ H ′∗ is linearly
independent; furthermore, α′ 6= 0 and Lα = L′α′ for any α ∈ Φ′.
Deduce that (L′, H ′) is of Cartan–Killing type with respect to ∆′,
and that the corresponding structure matrix is A′ = (aij)i,j∈I′ .

Proposition 2.4.13. Assume that A is decomposable and write I =
I1 t I2, as above. Let Φ = Φ1 t Φ2 as in Lemma 2.4.9 and set

L1 := H1 ⊕
⊕
α∈Φ1

Lα where H1 := 〈hi | i ∈ I1〉C 6= {0},

L2 := H2 ⊕
⊕
α∈Φ2

Lα where H2 := 〈hi | i ∈ I2〉C 6= {0}.

Then L1, L2 are ideals such that L = L1 ⊕ L2 and [L1, L2] = {0}.

Proof. Since H = H1 ⊕H2 and Φ = Φ1 ∪ Φ2 is a disjoint union, we
have L = L1⊕L2 (direct sum of vector spaces). By Lemma 2.4.11, L1
and L2 are subalgebras of L. It remains to show that [L1, L2] = {0}.
(Note that this implies that L1 and L2 are ideals). We can do this
term by term according to the above direct sum decompositions.

First, since H is abelian, it is clear that [H1, H2] = {0}. Next, let
i ∈ I1 and β ∈ Φ2. We write β =

∑
j∈I2 njαj . For y ∈ Lβ , we have

[hi, y] = β(hi)y =
∑
j∈I2

njαj(hi)y =
∑
j∈I2

njaijy = 0,

by the conditions on I = I1 ∪ I2. Thus, [H1, Lβ ] = {0}. A com-
pletely analogous argument also shows that [Lα, H2] = {0} for all
α ∈ Φ1. Finally, let α ∈ Φ1 and β ∈ Φ2. If we had [Lα, Lβ ] 6= {0},
then Lα+β 6= {0} (see Proposition 2.1.6) and so α + β ∈ Φ ∪ {0},
contradiction to Lemma 2.4.9. �

Theorem 2.4.14. Assume that L 6= {0}. Then L is simple if and
only if A is indecomposable.
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Proof. By Proposition 2.4.13, L is not simple if A is decomposable.
Conversely, assume now that L is not simple. Since L 6= {0}, we have
I 6= ∅ and L is not abelian (see Definition 2.2.1). Let J ⊆ L be an
ideal such that {0} 6= J 6= L. Let i ∈ I. Then Si ∩J is an ideal of Si.
So, since Si ∼= sl2(C) is simple, either Si ⊆ J or Si ∩ J = {0}. Thus,
we have I = I1 t I2 (disjoint union) where

I1 := {i ∈ I | Si ⊆ J} and I2 := {i ∈ I | Si ∩ J = {0}}.

Now, since J 6= {0}, we have I1 6= ∅ by Proposition 2.4.6. If we had
I2 = ∅, then I = I1 and so ei, fi ∈ J for all i ∈ I; hence, we would
have L = 〈ei, fi | i ∈ I〉alg ⊆ J by Proposition 2.4.5, contradiction to
our assumptions. Thus, we also have I2 6= ∅. Now let i ∈ I1 and j ∈
I2. We claim that aij = 0. To see this, consider the relation [hi, ej ] =
αj(hi)ej = aijej . Since hi ⊆ J , we also have aijej = [hi, ej ] ∈ J .
Hence, if aij 6= 0, then ej ∈ J and so J ∩ Sj 6= {0}, contradiction.
Thus, we must have aij = 0, as claimed. Since this holds for all i ∈ I1
and j ∈ I2, we conclude that A is decomposable. �

Remark 2.4.15. The above results lead to a simple (!) method for
testing if L is a simple Lie algebra. Namely, we claim that L is simple
if I 6= ∅ and there exists some α0 ∈ Φ with

α0 =
∑
i∈I

niαi and 0 6= ni ∈ Z for all i ∈ I.

Indeed, if L were not simple, then A would be decomposable by The-
orem 2.4.14 and so I = I1 t I2 (disjoint union), where I1 $ I and
I2 $ I. But then Proposition 2.4.13 would imply that every α ∈ Φ is
a linear combination of {αi | i ∈ I1} or of {αi | i ∈ I2}, contradiction
to the existence of α0 as above.

Example 2.4.16. Let L = sln(C), where n > 2. In Example 1.5.3,
we have already seen that L is semisimple. Now we claim that L is
simple. This is seen as follows. By Example 2.2.7, L is of Cartan–
Killing type with respect to ∆ = {α1, . . . , αn−1}; furthermore, the
explicit description of Φ shows that α0 = α1 + . . .+αn−1 ∈ Φ. Hence,
L is simple by Remark 2.4.15. — In the next section, we will employ a
similar argument to show that the Lie algebras gon(Qn,C) are simple.

If A is indecomposable, then there is always a particular root α0
with the property in Remark 2.4.15.
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Proposition 2.4.17. Assume that A is indecomposable (and I 6= ∅).
Then there is a unique positive root α0 ∈ Φ+ (called “highest root”)
such that ht(α0) = max{ht(γ) | γ ∈ Φ}. We have α0 =

∑
i∈I niαi,

where ni > 0 for all i ∈ I. Furthermore, α0 + αi 6∈ Φ for all i ∈ I,
and this property characterises α0 (among all positive roots).

Proof. Since |Φ| <∞, there exists at least some root α0 ∈ Φ+ such
that ht(α0) = max{ht(γ) | γ ∈ Φ}. Then α0 + αi 6∈ Φ for all i ∈ I.
Now let β ∈ Φ+ also be such that β + αi 6∈ Φ for all i ∈ I. We must
show that β = α0. For this purpose, let 0 6= eβ ∈ Lβ and define
U ⊆ L to be the subspace spanned by all v ∈ L of the form

(∗) v = [fi1 , [fi2 , [. . . , [fil , eβ ] . . .]]], where l > 0, i1, . . . , il ∈ I.

First note that, by Proposition 2.1.6, any v as above belongs to the
subspace Lβ−(αi1+...+αil ) ⊆ L. Thus, since Lβ = 〈eβ〉C, we have

U =
∑

i1,...,il∈I; l>0

Lβ−(αi1+...+αil ).

In particular, this shows that [H,U ] ⊆ U . By construction, we also
have [fi, U ] ⊆ U for all i ∈ I. We claim that U is an ideal in L. By
Proposition 2.4.5 and Exercise 1.1.8, it remains to show that [ei, U ] ⊆
U for all i ∈ I. So let i ∈ I and v be as in (∗). We show by induction
on l that [ei, v] ∈ U . If l = 0, then v = eβ and [ei, eβ ] ∈ Lβ+αi = {0}
(since β+αi 6∈ Φ); so [ei, eβ ] = 0 ∈ U , as required. Now let l > 1 and
set v′ := [fi2 , [fi3 , [. . . , [fil , eβ ] . . .]]]. Then v = [fi1 , v′] and so

[ei, v] = [ei, [fi1 , v′]] = −[fi1 , [v′, ei]]− [v′, [ei, fi1 ]].

By induction, [v′, ei] = −[ei, v′] ∈ U and so [fi1 , [v′, ei]] ∈ U . Fur-
thermore, if i = i1, then [ei, fi1 ] = hi and so [v′, [ei, fi1 ]] = [v′, hi] =
−[hi, v′] ∈ U . Finally, if i 6= i1, then [ei, fi1 ] ∈ Lαi−αi1 = {0} and so
[[e1, fi1 ], v′] = 0. Thus, in all cases, we have [ei, v] ∈ U , as desired.

But then we conclude that U = L, since A is indecomposable and,
hence, L is simple (see Theorem 2.4.14). Now we can argue as follows.
For any α ∈ Φ, we have Lα ⊆ L = U and so the above description of U
implies that α = β−(αi1 + . . .+αil) for some i1, . . . , il ∈ I, l > 0 (see
Exercise 2.1.5). Taking α = α0 yields that ht(α0) > ht(β) = ht(α0)+l
and so l = 0, that is, β = α0, as desired. Taking α = αi for some
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i ∈ I yields that α0 = β = αi + (αi1 + . . . + αil). Hence, writing
α0 =

∑
i∈I niαi with ni ∈ Z, we have ni > 0 for all i. �

2.5. Classical Lie algebras revisited

We return to the classical Lie algebras introduced in Section 1.6. Our
aim is to show that these algebras are simple. Let

Qn =


0 · · · 0 δn
... . . . . . . 0

0 δ2 . . .
...

δ1 0 · · · 0

 ∈Mn(C), Qtr
n = εQn

(ε = ±1) ,

where δi = ±1 are such that δiδn+1−i = ε for all i. Then

L := gon(Qn,C) := {A ∈Mn(C) | AtrQn +QnA = 0} ⊆ gln(C).

We assume throughout that n > 3. Then we have already seen in
Proposition 1.6.3 that gon(Qn,C) is semisimple.

Let H be the subspace of diagonal matrices in L. Let m > 1 be
such that n = 2m + 1 (if n is odd) or n = 2m (if n is even). By the
explicit description of H in Remark 1.6.7, we have dimH = m and
H = {h(x1, . . . , xm) | xi ∈ C}, where

h(x1, . . . , xm):=
{

diag(x1, . . . , xm, 0,−xm, . . . ,−x1) if n = 2m+1,
diag(x1, . . . , xm,−xm, . . . ,−x1) if n = 2m.

Furthermore, by Remark 2.1.11, we have CL(H) = H and L is H-
diagonalisable. Thus, we have a weight space decomposition

L = H ⊕
⊕
α∈Φ

Lα where H = L0 and Φ ⊆ H∗ \ {0}.

In order to determine Φ, we use the basis elements

Aij := δiEij − δjEn+1−j,n+1−i ∈ gon(Qn,C)

for all 1 6 i, j 6 n, where Eij denotes the elementary matrix with 1
at position (i, j), and 0 otherwise. (See Proposition 1.6.6.) If x =
diag(x1, . . . , xn) ∈ H, we write εl(x) = xl for 1 6 l 6 n; this defines
a linear map εl : H → C. Note that εl + εn+1−l = 0 for 1 6 l 6 n.

Lemma 2.5.1. We have [x,Aij ] =
(
εi(x)− εj(x)

)
Aij for all x ∈ H.
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Proof. If x = diag(x1, . . . , xn), then [x,Eij ] = (xi − xj)Eij and so

[x,Aij ] = δi[x,Eij ]− δj [x,En+1−j,n+1−i]
= δi(xi − xj)Eij − δj(xn+1−j − xn+1−i)En+1−j,n+1−i.

But, since x ∈ H, we have xn+1−l = −xl for 1 6 l 6 n and so
[x,Aij ] = (xi − xj)(δiEij − δjEn+1−j,n+1−i) = (xi − xj)Aij . �

Remark 2.5.2. Later on, we shall also need to know at least some
Lie brackets among the elements Aij . A straightforward computation
yields the following formulae. If i+ j 6= n+ 1, then

[Aij , Aji] = δiδj(Eii − Ejj) + δjδi(En+1−j,n+1−j − En+1−i,n+1−i);

note that this is a diagonal matrix in H. Furthermore, a particular
situation occurs when i+ j = n+ 1 and ε = −1. Then

Aij = 2δiEij and [Aij , Aji] = 4(Ejj − Eii) ∈ H.

Lemma 2.5.3. Recall that m > 1 is such that n = 2m+1 or n = 2m.

(a) In all cases, {±εi ± εj | 1 6 i, j 6 m, i 6= j} ⊆ Φ. This
subset contains precisely 2m(m− 1) distinct elements.

(b) {±εi | 1 6 i 6 m} ⊆ Φ if n = 2m+ 1 is odd and Qtr
n = Qn.

(c) {±2εi | 1 6 i 6 m} ⊆ Φ if n = 2m is even and Qtr
n = −Qn.

Proof. (a) Let 1 6 i, j 6 m, i 6= j. Then Lemma 2.5.1 shows that
εi − εj ∈ Φ, with Aij as a corresponding eigenvector. (We have
Aij 6= 0 in this case.) Now set l := n + 1 − j. Then l 6= i and so
Lemma 2.5.1 also shows that εi−εl ∈ Φ. (Note that, again, Ail 6= 0.)
But εl = εn+1−j = −εj and so εi+εj ∈ Φ. Similarly, let k := n+1−i;
then k 6= j and so εk − εj ∈ Φ. But εk = εn+1−i = −εi and so
−εi − εj ∈ Φ. Since {ε1, . . . , εm} ⊆ H∗ are linearly independent, the
functions ±εi ± εj ∈ H∗ (1 6 i < j 6 m) are all distinct. So we have
precisely 2m(m− 1) such functions.

(b) Let 1 6 i 6 m. Then [x,Ai,m+1] = (xi − xm+1)Ai,m+1 for
all x ∈ H. But xm+1 = −xn+1−(m+1) = −xm+1 and so xm+1 = 0.
Hence, we have [x,Ai,m+1] = xiAi,m+1 = εi(x)Ai,m+1 for all x ∈ H.
So εi ∈ Φ (since Ai,m+1 6= 0). Similarly, we see that [x,Am+1,i] =
−εi(x)Am+1,i for all x ∈ H. Hence, −εi ∈ Φ.
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(c) Let 1 6 i 6 m and x ∈ H. Since x2m+1−i = −xi, we
have [x,Ai,2m+1−i] = (xi − x2m+1−i)Ai,2m+1−i = 2εi(x)Ai,2m+1−i.
Since Qtr

n = −Qn, we have δi = −δ2m+1−i and so Ai,2m+1−i 6= 0.
This shows that 2εi ∈ Φ. Similarly, we see that [x,A2m+1−i,i] =
−2εi(x)A2m+1−i,i for all x ∈ H. Hence, −2εi ∈ Φ. �

Proposition 2.5.4. Let H ⊆ L = gon(Qn,C) as above.

(a) If Qtr
n = Qn and n = 2m is even, then we have |Φ| =

2(m2 −m) and Φ = {±εi ± εj | 1 6 i, j 6 m, i 6= j}.
(b) If Qtr

n = Qn and n = 2m+1 is odd, then we have |Φ| = 2m2

and Φ = {±εi ± εj ,±εi | 1 6 i, j 6 m, i 6= j}.
(c) If Qtr

n = −Qn, then n = 2m is necessarily even, we have
|Φ| = 2m2 and Φ = {±εi ± εj ,±2εi | 1 6 i, j 6 m, i 6= j}.

Proof. By Lemma 2.5.3, |Φ| > 2m2 − 2m (if n = 2m and Qtr
n = Qn)

and |Φ| > 2m2 (otherwise). Since dimH = m, this implies that
dimL > dimH + |Φ| > 2m2 − m (if n = 2m and Qtr

n = Qn) and
dimL > 2m2 + m (otherwise). Combining this with the formulae
in Remark 1.6.7, we conclude that equality holds everywhere. In
particular, Φ is given by the functions described in Lemma 2.5.3. In
(c), note that Qtr

n = −Qn implies that n must be even. �

Remark 2.5.5. In all three cases in Proposition 2.5.4, we have Φ′ :=
{εi − εj | 1 6 i, j 6 m, i 6= j} ⊆ Φ, which is like the set of roots of
slm(C) in Example 2.2.7. We reverse the notation there3 and set

αi := εm+1−i − εm+2−i for 2 6 i 6 m.

Thus, αm = ε1 − ε2, αm−1 = ε2 − ε3, . . . , α2 = εm−1 − εm; or
αm+2−i = εi−1 − εi. For 1 6 i < j 6 m, we obtain:

αi+1 + αi+2 + . . .+ αj = εm+1−j − εm+1−i

and so Φ′ = {±(αi+1+αi+2+. . .+αj) | 1 6 i < j 6 m}. Furthermore,
in all three cases, we have Φ′′ := {±(εi + εj) | 1 6 i < j 6 m} ⊆ Φ.
We will now try to obtain convenient descriptions for Φ′′.

3The reason for this notational reversion is to maintain consistence with the la-
belling of Dynkin diagrams that we will classify in Chapter 3; see also Remark 2.5.7.
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• In case (a), Φ = Φ′ ∪ Φ′′. If we also set α1 := εm−1 + εm, then
α1, α2, . . . , αm are linearly independent. For 1 6 i < j 6 m, we have

α2 + . . .+ αi = εm+1−i − εm, α3 + . . .+ αj = εm+1−j − εm−1,

and so (α1 +α2 + . . .+αi) + (α3 +α4 + . . .+αj) = εm+1−i+ εm+1−j .
(Note that m > 2 since n > 3.) Hence, these expressions describe all
elements of Φ′′.
• In case (b), Φ = Φ′ ∪ Φ′′ ∪ {±εi | 1 6 i 6 m}. If we also set

α1 := εm, then α1, α2, . . . , αm are linearly independent. We have

α1 + (α2 + . . .+ αi) = εm + (εm+1−i − εm) = εm+1−i

for 1 6 i 6 m. Furthermore, for 1 6 i < j 6 m, we obtain

2(α1+α2 + . . .+ αi) + αi+1 + αi+2 + . . .+ αj

= 2εm+1−i + (εm+1−j − εm+1−i) = εm+1−i + εm+1−j .

Hence, the above expressions describe all elements of Φ′′.
• In case (c), Φ = Φ′ ∪ Φ′′ ∪ {±2εi | 1 6 i 6 m}. If we also set

α1 := 2εm, then α1, α2, . . . , αm are linearly independent. We have

α1 + 2(α2 + . . .+ αi) = 2εm + 2(εm+1−i − εm) = 2εm+1−i

for 1 6 i 6 m. Furthermore, for 1 6 i < j 6 m, we obtain

α1+2(α2 + . . .+ αi) + αi+1 + αi+2 + . . .+ αj

= 2εm+1−i + (εm+1−j − εm+1−i) = εm+1−i + εm+1−j .

Hence, again, the above expressions describe all elements of Φ′′.

Corollary 2.5.6. Let L = gon(C). Then, with notation as in Re-
mark 2.5.5, ∆ := {α1, . . . , αm} is a basis of H∗ and each α ∈ Φ can
be written as α = ±

∑
16i6m niαi with ni ∈ {0, 1, 2} for all i.

Proof. We already noted that {α1, . . . , αm} is linearly independent.
The required expressions of α are explicitly given above. �

Remark 2.5.7. Let x ∈ L = gon(Qn,C) and write x = h + n+ +
n− as in Corollary 1.6.8. Then one easily checks that our choice of
α1, . . . , αm in Remark 2.5.5 is such that n± ∈

∑
α L±α where the sum

runs over all α ∈ Φ such that α =
∑

16i6m niαi with ni > 0.
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Table 2. Structure matrices A for the Lie algebras L = gon(Qn,C)



2 0 −1
0 2 −1
−1 −1 2 −1

−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2


(Qtr

n = Qn and n = 2m),



2 −2
−1 2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1
−1 2


(Qtr

n = Qn and n = 2m+ 1)

and



2 −1
−2 2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1
−1 2


(Qtr

n = −Qn and n = 2m)

.

Proposition 2.5.8. Let L = gon(Qn,C) and H ⊆ L be as above;
also write n = 2m + 1 or n = 2m with m > 1. Then (L,H) is
of Cartan–Killing type with respect to ∆ = {α1, . . . , αm} ⊆ H∗, as
defined in Remark 2.5.5; the structure matrix A is given in Table 2.
(Each of those matrices has size m×m.)

Proof. We already noted that L is H-diagonalisable and CL(H) =
H; hence, (CK1) in Definition 2.2.1 holds. Furthermore, (CK2) holds
by Corollary 2.5.6. It remains to verify (CK3). For this purpose,
we specify ei ∈ Lαi and fi ∈ L−αi such that αi(hi) = 2, where
hi := [ei, fi] ∈ H. For 2 6 i 6 m, we have αi = εm+1−i − εm+2−i, or
αm+2−i = εi−1 − εi. So Lemma 2.5.1 shows that

em+2−i := δi−1Ai−1,i ∈ Lαm+2−i ,

fm+2−i := δiAi,i−1 ∈ L−αm+2−i .

Using the formulae in Remark 2.5.2, we find that

hm+2−i := [em+2−i, fm+2−i] = h(0, . . . , 0, 1,−1, 0, . . . , 0) ∈ H,

where the entry 1 is at the (i − 1)-th position and −1 is at the i-th
position. Hence, αi(hi) = 2 for 2 6 i 6 m, as required.
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If Qtr
n = Qn and n = 2m, then we have α1 = εm−1 + εm. As in

the proof of Lemma 2.5.3(a), we see that

e1 := δm−1Am−1,m+1 ∈ Lα1 and f1 := δm+1Am+1,m−1 ∈ L−α1 .

Using Remark 2.5.2, we find that h1 := [e1, f1] = h(0, . . . , 0, 1, 1) ∈ H
and α1(h1) = 2, as required. If Qtr

n = Qn and n = 2m + 1, then we
have α1 = εm. As in the proof of Lemma 2.5.3(b), we see that

e1 := δmAm,m+1 ∈ Lα1 and f1 := 2δm+1Am+1,m ∈ L−α1 .

Now h1 := [e1, f1] = h(0, . . . , 0, 2) ∈ H and α1(h1) = 2, as required.
Finally, if Qtr

n = −Qn and n = 2m, then we have α1 = 2εm. As in
the proof of Lemma 2.5.3(c), we see that

e1 := 1
2δmAm,m+1 ∈ Lα1 , f1 := 1

2δm+1Am+1,m ∈ L−α1 .

Now h1 := [e1, f1] = h(0, . . . , 0, 1) ∈ H and α1(h1) = 2, as required.
In all cases, we see that H = 〈h1, . . . , hm〉C and so (CK3) holds.

Finally, A is obtained by evaluating αj(hi) for all i, j. �

Theorem 2.5.9. Recall that n > 3. If Qtr
n = Qn and n is even, also

assume that n > 6. Then L = gon(Qn,C) is a simple Lie algebra.
(Note that, by Exercise 1.6.4(c), we really do have to exclude the case
where n = 4 and Q4 = Qtr

4 .)

Proof. By Proposition 2.5.8, (L,H) is of Cartan–Killing type with
respect to ∆ = {α1, . . . , αm}. We now use Remark 2.4.15 to show that
L is simple (exactly as for L = sln(C) in Example 2.4.16). Assume
first that Qtr

n = Qn and n = 2m, where m > 3. Then the explicit
description of Φ in Remark 2.5.5 shows that

α1 + α2 + 2(α3 + . . .+ αm−1) + αm ∈ Φ if m > 4,

and α1 + α2 + α3 ∈ Φ if m = 3. Similarly, we have

2(α1 + α2 + . . .+ αm−1) + αm ∈ Φ if n = 2m+ 1 and Qtr
n = Qn,

α1 + 2(α2 + . . .+ αm−1 + αm) ∈ Φ if n = 2m and Qtr
n = −Qn.

Hence, in each case, L is simple. �

Using the above descriptions of Φ, it is now not too difficult to
describe the Weyl group of L. We will only do this here for the Lie
algebra sln(C).



78 2. Semisimple Lie algebras

Remark 2.5.10. Let us determine the Weyl group of the Lie algebra
L = sln(C), where n > 2. For this purpose, we use the inclusion
L ⊆ L̂ = gln(C). Let Ĥ := {diag(x1, . . . , xn) | xi ∈ C} ⊆ L̂ be
the subspace of all diagonal matrices in L̂. For 1 6 i 6 n, let ε̂i ∈
Ĥ∗ be the map that sends a diagonal matrix to its i-th diagonal
entry. Then {ε̂1, . . . , ε̂n} is a basis of Ĥ∗. Another basis is given by
{δ, α̂1, . . . , α̂n−1} where

δ := ε̂1 + . . .+ ε̂n and α̂i := ε̂i − ε̂i+1 for 1 6 i 6 n− 1.

Now consider the Weyl group W = 〈s1, . . . , sn−1〉 ⊆ H∗ of L, where
H = ker(δ) ⊆ Ĥ. We define a map π : W → GL(Ĥ∗) as follows.
Let w ∈ W and write w(αj) =

∑
imij(w)αi with mij(w) ∈ Z for

1 6 i, j 6 n − 1. Thus, Mw =
(
mij(w)

)
∈ GLn−1(C) is the matrix

of w with respect to the basis ∆ = {α1, . . . , αn−1} ⊆ H∗. Then we
define ŵ ∈ GL(Ĥ∗) by setting

ŵ(δ) := δ and ŵ(α̂j) :=
∑

16i6n−1

mij(w)α̂i for 1 6 j 6 n− 1.

Thus, the matrix of ŵ with respect to the basis {δ, α̂1, . . . , α̂n−1} of
Ĥ∗ is a block diagonal matrix of the following shape:(

1 0
0 Mw

)
.

Now π : W → GL(Ĥ∗), w 7→ ŵ, is an injective group homomorphism,
and we have π(W ) = 〈ŝ1, . . . , ŝn−1〉. Since δ(hi) = 0 for all i, we see
that ŝi : Ĥ∗ → Ĥ∗ is given by the formula

ŝi(µ) = µ− µ(hi)α̂i for all µ ∈ Ĥ∗.

A straightforward computation shows that

ŝi(ε̂i) = ε̂i+1, ŝi(ε̂i+1) = ε̂i and ŝi(ε̂j) = ε̂j if j 6∈ {i, i+ 1}.

Thus, the matrix of ŝi with respect to the basis {ε̂1, . . . , ε̂n} of Ĥ∗
is the permutation matrix corresponding to the transposition in the
symmetric group Sn that exchanges i and i+1. Since Sn is generated
by these transpositions, we conclude that W ∼= π(W ) ∼= Sn.
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2.6. The structure constants Nα,β
ab hier Woche 7

Returning to the general situation, let again (L,H) be of Cartan–
Killing type with respect to ∆ = {αi | i ∈ I}. Let Φ ⊆ H∗ be the set
of roots of L and fix a collection of elements

{0 6= eα ∈ Lα | α ∈ Φ}.

Then, since dimLα = 1 for all α ∈ Φ, the set

{hi | i ∈ I} ∪ {eα | α ∈ Φ} is a basis of L.

If α, β ∈ Φ are such that α+ β ∈ Φ, then [Lα, Lβ ] ⊆ Lα+β and

[eα, eβ ] = Nα,βeα+β , where Nα,β ∈ C.

The knowledge of the structure constants Nα,β is, of course, crucial
for doing explicit computations inside L. Eventually, one would hope
to find purely combinatorial formulae for Nα,β in terms of properties
of Φ. In this section, we establish some basic properties of the Nα,β .

It will be convenient to set Nα,β := 0 if α+ β 6∈ Φ.

Remark 2.6.1. Let α ∈ Φ. By Proposition 2.4.3, there is a unique
hα ∈ [Lα, L−α] such that α(hα) = 2. Now recall that Φ = −Φ. We
claim that the elements {eα | α ∈ Φ} can be adjusted such that

(a) [eα, e−α] = hα for all α ∈ Φ.

Indeed, we have Φ = Φ+∪Φ− (disjoint union), where Φ− = −Φ+. Let
α ∈ Φ+. Then [eα, e−α] = ξhα for some 0 6= ξ ∈ C. Hence, replacing
e−α by a suitable scalar multiple if necessary, we can achieve that
[eα, e−α] = hα. Thus, the desired relation holds for all α ∈ Φ+. Now
let β ∈ Φ−; then α = −β ∈ Φ+. So [eβ , e−β ] = −[eα, e−α] = −hα =
hβ , where the last equality holds by Proposition 2.4.3. So (a) holds
in general. Now, writing fα := e−α we have [eα, fα] = hα, [hα, eα] =
α(hα)eα = 2eα and [hα, fα] = −2fα. Hence, as in Remark 2.2.10, we
obtain a 3-dimensional subalgebra

(b) Sα := 〈eα, hα, fα〉C ⊆ L such that Sα ∼= sl2(C).

Regarding L as an Sα-module, we obtain results completely analogous
to those in Remark 2.2.10. Here is a first example. As in Section 2.3,
let E := 〈αi | i ∈ I〉R ⊆ H∗ and 〈 , 〉 : E × E → R be a W -invariant
scalar product, where W is the Weyl group of (L,H).
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Lemma 2.6.2. Let α ∈ Φ. Then we have

λ(hα) = 2 〈α, λ〉
〈α, α〉

for all λ ∈ E.

Furthermore, if β ∈ Φ is such that β 6= ±α, then β(hα) = q − p ∈ Z,
where p, q > 0 are defined by the condition that

β − qα, . . . , β − α, β, β + α, . . . , β + pα

all belong to Φ, but β + (p+ 1)α 6∈ Φ and β − (q + 1)α 6∈ Φ.

In analogy to Remark 2.2.10, the above sequence of roots is called
the α-string through β. The element hα is also called a co-root of L.

Proof. We write α = w(αi), where w ∈W and i ∈ I. Applying w−1

to the above sequence of roots and setting β′ := w−1(β), we see that

β′ − qαi, . . . , β′ − αi, β′, β′ + αi, . . . , β′ + pαi

all belong to Φ. If we had β′+(p+1)αi ∈ Φ, then also β+(p+1)α =
w(β′+(p+1)αi) ∈ Φ, contradiction. Similarly, we have β′−(q+1)αi 6∈
Φ. Hence, the above sequence is the αi-string through β′ and so
β′(hi) = q− p; see Remark 2.2.10(a). Using the W -invariance of 〈 , 〉
and the formula in Remark 2.3.3, we obtain that

2 〈α, β〉
〈α, α〉

= 2 〈w(αi), w(β′)〉
〈w(αi), w(αi)〉

= 2 〈αi, β
′〉

〈αi, αi〉
= β′(hi) = q − p.

Furthermore, using Sα = 〈hα, eα, fα〉C ⊆ L as above, one sees that
β(hα) = q − p, exactly as in Remark 2.2.10(a) (where eα, hα, fα play
the role of ei, hi, fi, respectively). Hence, the formula λ(hα) = 2 〈α,λ〉〈α,α〉
holds for all λ ∈ Φ such that λ 6= ±α. By the definition of hα, it also
holds for λ = ±α. Finally, since E = 〈Φ〉R, it holds in general. �

Lemma 2.6.3. Let α ∈ Φ and write α =
∑
i∈I niαi with ni ∈ Z.

Then hα =
∑
i∈I n

∨
i hi, where

n∨i = 〈αi, αi〉
〈α, α〉

ni ∈ Z for all i ∈ I.

Proof. Given the expression α =
∑
i∈I niαi, we obtain

2α
〈α, α〉

=
∑
i∈I

ni
2

〈α, α〉
〈αi, αi〉
〈αi, αi〉

αi =
∑
i∈I

ni
〈αi, αi〉
〈α, α〉

2αi
〈αi, αi〉

.
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Now let λ ∈ E. Using the formula in Lemma 2.6.2, we obtain:

λ(hα) =
∑
i∈I

ni
〈αi, αi〉
〈α, α〉

λ(hi) = λ
(∑
i∈I

ni
〈αi, αi〉
〈α, α〉

hi
)
.

Since this holds for all λ, we obtain the desired formula. The fact
that the coefficients n∨i are integers follows from Exercise 2.4.4. �

Remark 2.6.4. In the following discussion, we assume throughout
that (a) in Remark 2.6.1 holds, that is, we have [eα, e−α] = hα for all
α ∈ Φ. This assumption leads to the following summary about the
Lie brackets in L. We have:

[hi, hj ] = 0, for all i, j ∈ I,
[hi, eα] = α(hi)eα, where α(hi) ∈ Z,

[eα, e−α] = hα ∈ 〈hi | i ∈ I〉Z (see Lemma 2.6.3),
[eα, eβ ] = 0 if α+ β 6∈ Φ ∪ {0},
[eα, eβ ] = Nα,βeα+β if α+ β ∈ Φ.

Since {hi | i ∈ I} ∪ {eα | α ∈ Φ} is a basis of L, the above formulae
completely determine the multiplication in L. At this point, the only
unknown quantities in those formulae are the constants Nα,β .

Lemma 2.6.5. If γ1, γ2, γ3 ∈ Φ are such that γ1 + γ2 + γ3 = 0, then

Nγ1,γ2 = −Nγ2,γ1 and Nγ1,γ2
〈γ3, γ3〉

= Nγ2,γ3
〈γ1, γ1〉

= Nγ3,γ1
〈γ2, γ2〉

.

Proof. Since γ1 + γ2 = −γ3 ∈ Φ, the anti-symmetry of [ , ] imme-
diately yields Nγ1,γ2 = −Nγ2,γ1 . Now, since also γ2 + γ3 = −γ1 ∈ Φ,
we have [eγ2 , eγ3 ] = Nγ2,γ3eγ2+γ3 = Nγ2,γ3e−γ1 and so

[eγ1 , [eγ2 , eγ3 ]] = Nγ2,γ3 [eγ1 , e−γ1 ] = Nγ2,γ3hγ1 ,

where we used Remark 2.6.1(a). Similarly, we obtain that

[eγ2 , [eγ3 , eγ1 ]] = Nγ3,γ1hγ2 and [eγ3 , [eγ1 , eγ2 ]] = Nγ1,γ2hγ3 .

So the Jacobi identity [eγ1 , [eγ2 , eγ3 ]]+[eγ2 , [eγ3 , eγ1 ]]+[eγ3 , [eγ1 , eγ2 ]] =
0 yields the identity Nγ2,γ3hγ1 +Nγ3,γ1hγ2 +Nγ1,γ2hγ3 = 0. Now apply
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any β ∈ Φ to the above relation. Using Lemma 2.6.2, we obtain

2
〈
β,

Nγ2,γ3
〈γ1, γ1〉

γ1 + Nγ3,γ1
〈γ2, γ2〉

γ2 + Nγ1,γ2
〈γ3, γ3〉

γ3

〉
= 2Nγ2,γ3〈β, γ1〉

〈γ1, γ1〉
+ 2Nγ3,γ1〈β, γ2〉

〈γ2, γ2〉
+ 2Nγ1,γ2〈β, γ3〉

〈γ3, γ3〉
= β

(
Nγ2,γ3hγ1 +Nγ3,γ1hγ2 +Nγ1,γ2hγ3

)
= 0.

Since this holds for all β ∈ Φ and since E = 〈Φ〉R, we deduce that
Nγ2,γ3
〈γ1, γ1〉

γ1 + Nγ3,γ1
〈γ2, γ2〉

γ2 + Nγ1,γ2
〈γ3, γ3〉

γ3 = 0.

Since γ3 = −γ1 − γ2, we obtain( Nγ2,γ3
〈γ1, γ1〉

− Nγ1,γ2
〈γ3, γ3〉

)
γ1 +

( Nγ3,γ1
〈γ2, γ2〉

− Nγ1,γ2
〈γ3, γ3〉

)
γ2 = 0.

Now {γ1, γ2} are linearly independent. For otherwise, we would have
γ2 = ±γ1 and so γ3 = −2γ1 or γ3 = 0, contradiction. Hence, the
coefficients of γ1, γ2 in the above equation must be zero. �

Lemma 2.6.6. Let α, β ∈ Φ be such that α+ β ∈ Φ. Then

Nα,βN−α,−β = −p(q + 1) 〈α+ β, α+ β〉
〈β, β〉

,

where β−qα, . . . , β−α, β, β+α, . . . , β+pα is the α-string through β.
In particular, this shows that Nα,β 6= 0 (since p > 1 by assumption).

Proof. We have [e−α, [eα, eβ ]] = Nα,β [e−α, eα+β ] = Nα,βN−α,α+βeβ .
Applying Lemma 2.6.5 with γ1 = −α, γ2 = α+β, γ3 = −β, we obtain

N−α,α+β

〈β, β〉
= − N−α,−β
〈α+ β, α+ β〉

.

On the other hand, let sl2(C) ∼= Sα = 〈eα, hα, fα〉 ⊆ L as in Re-
mark 2.6.1(b). Then, arguing as in Remark 2.2.10 (where eα, hα, fα
play the role of ei, hi, fi, respectively), we find that

[e−α, [eα, eβ ]] = [fα, [eα, eβ ]] = p(q + 1)eβ .

This yields the desired formula. �

There is also the following result involving four roots.
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Lemma 2.6.7. Assume that β1, β2, γ1, γ2 ∈ Φ are such that β1+β2 =
γ1 + γ2 ∈ Φ and β1 − γ1 6∈ Φ ∪ {0}. Then β2 − γ1 = γ2 − β1 ∈ Φ and

Nβ1,β2N−γ1,−γ2 = Nβ1,γ2−β1N−γ1,γ1−β2

〈γ2, γ2〉
〈β2, β2〉

〈γ1 − β2, γ1 − β2〉
〈β1 + β2, β1 + β2〉

.

Proof. By the Jacobi identity we have

[eβ2 , [eβ1 , e−γ1 ]] + [eβ1 , [e−γ1 , eβ2 ]] + [e−γ1 , [eβ2 , eβ1 ]] = 0.

Now [eβ1 , e−γ1 ] ∈ Lβ1−γ1 and, hence, [eβ1 , e−γ1 ] = 0 since β1 − γ1 6∈
Φ ∪ {0}. So the first of the above summands is zero and we obtain:

(†) [e−γ1 , [eβ1 , eβ2 ]] = −[e−γ1 , [eβ2 , eβ1 ]] = [eβ1 , [e−γ1 , eβ2 ]].

The left hand side of (†) evaluates to

[e−γ1 , [eβ1 , eβ2 ]] = Nβ1,β2 [e−γ1 , eβ1+β2 ]
= Nβ1,β2 [e−γ1 , eγ1+γ2 ] = Nβ1,β2N−γ1,γ1+γ2eγ2 .

Now Nβ1,β2 6= 0 and N−γ1,γ1+γ2 6= 0 by Lemma 2.6.6. Hence, the left
hand side of (†) is non-zero. So we must have [e−γ1 , eβ2 ] 6= 0, which
means that −γ1 + β2 ∈ Φ. Then, similarly, we find that

[eβ1 , [e−γ1 , eβ2 ]] = N−γ1,β2 [eβ1 , e−γ1+β2 ]
= N−γ1,β2 [eβ1 , eγ2−β1 ] = N−γ1,β2Nβ1,γ2−β1eγ2 .

This yields Nβ1,β2N−γ1,γ1+γ2 = N−γ1,β2Nβ1,γ2−β1 . Finally, we have

N−γ1,β2

〈γ1 − β2, γ1 − β2〉
= Nγ1−β2,−γ1
〈β2, β2〉

= −N−γ1,γ1−β2

〈β2, β2〉
,

using Lemma 2.6.5 with (−γ1) + β2 + (γ1 − β2) = 0. Furthermore,
N−γ1,γ1+γ2
〈γ2, γ2〉

= N−γ2,−γ1
〈γ1 + γ2, γ1 + γ2〉

= − N−γ1,−γ2
〈γ1 + γ2, γ1 + γ2〉

,

using Lemma 2.6.5 with (−γ1) + (γ1 + γ2) + (−γ2) = 0. �

As observed by Chevalley [9, p. 23], the right hand side of the
formula in Lemma 2.6.6 can be simplified, as follows. Let α, β ∈ Φ
be such that β 6= ±α. Define p, q > 0 as in Lemma 2.6.2. Then

2 〈α, β〉
〈α, α〉

= β(hα) = q − p ∈ Z.
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To simplify the notation, let us denote λ∨ := 2λ/〈λ, λ〉 ∈ E for any
0 6= λ ∈ E. Thus, 〈α∨, β〉 = q − p. Now, by the Cauchy–Schwartz
inequality, we have 0 6 〈α, β〉2 < 〈α, α〉 · 〈β, β〉. This yields that

0 6 〈α∨, β〉 · 〈α, β∨〉 = 2 〈α, β〉
〈α, α〉

· 2 〈α, β〉
〈β, β〉

< 4.

Since 〈α∨, β〉 and 〈α, β∨〉 are integers, we conclude that

〈α∨, β〉 = q − p ∈ {0,±1,±2,±3},(♠1)
〈α∨, β〉 = ±2 or± 3 ⇒ 〈α, β∨〉 = ±1.(♠2)

Now let γ := β − qα ∈ Φ; note that also γ 6= ±α. Then one immedi-
ately sees that the α-string through γ is given by

γ, γ + α, , . . . , γ + (p+ q)α.

Applying (♠1) to α, γ yields 〈α∨, γ〉 = −(p+q) ∈ {0,±1,±2,±3}. So

p+ q = −〈α∨, γ〉 ∈ {0, 1, 2, 3}.(♠3)

Now assume that α+ β ∈ Φ, as in Lemma 2.6.6. Then we claim that

(♠4) r := r(α, β) = 〈α+ β, α+ β〉
〈β, β〉

= q + 1
p

.

This can now be proved as follows. By (♠3), we have 0 6 p+ q 6 3.
Since α+ β ∈ Φ, we have p > 1. This leads to the following cases.

p = 1, q = 0 or p = 2, q = 1. Then 〈α∨, β〉 = q − p = −1, which
means that 2〈α, β〉 = −〈α, α〉. So 〈α+ β, α+ β〉 = 〈α, α〉+ 2〈α, β〉+
〈β, β〉 = 〈β, β〉. Hence, r = 1; we also have (q+1)/p = 1, as required.

p = 1, q = 1. Then 〈α∨, β〉 = q − p = 0 and so 〈α∨, γ〉 = −2, where
γ := β − α. By (♠2), we must have 〈α, γ∨〉 = −1 and so 2〈α, γ〉 =
−〈γ, γ〉. Since γ = β−α, this yields 〈α, α〉 = 〈β, β〉. Now 〈α∨, β〉 = 0
and so 〈α, β〉 = 0. Hence, we obtain 〈α+β, α+β〉 = 〈α, α〉+ 〈β, β〉 =
2〈β, β〉. Thus, we have r = 2 which equals (q + 1)/p = 2 as required.

p = 1, q = 2. Then 〈α∨, β〉 = q − p = 1 and so 〈α∨, γ〉 = −3, where
γ := β − 2α. By (♠2), we must have 〈α, γ∨〉 = −1 and so 2〈α, γ〉 =
−〈γ, γ〉. Since γ = β − 2α, this yields that 2〈α, β〉 = 〈β, β〉. Now
〈α∨, β〉 = 1 also implies that 2〈α, β〉 = 〈α, α〉 and so 〈α, α〉 = 〈β, β〉.
Hence, we obtain 〈α+ β, α+ β〉 = 〈α, α〉+ 2〈α, β〉+ 〈β, β〉 = 3〈β, β〉
and so r = 3, which equals (q + 1)/p = 3, as required.
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p > 2, q = 0. Then 〈α∨, β〉 = −p 6 −2 and so 〈α, β∨〉 = −1, by
(♠2). This yields −p〈α, α〉 = 2〈α, β〉 = −〈β, β〉 and so 〈α+β, α+β〉 =
〈α, α〉+ 2〈α, β〉+ 〈β, β〉 = 1

p 〈β, β〉. Hence, r = 1
p = q+1

p , as required.
Thus, the identity in (♠4) holds in all cases and we obtain:

Proposition 2.6.8 (Chevalley). Let α, β ∈ Φ be such that α+β ∈ Φ.
Using the notation in Lemma 2.6.6, we have

Nα,βN−α,−β = −(q + 1)2.

Proof. Since α+ β ∈ Φ, we have β 6= ±α. We have seen above that
then (♠4) holds. It remains to use the formula in Lemma 2.6.6. �

The above formula suggests that there might be a clever choice of
the elements eα ∈ Lα such that Nα,β = ±(q+1) whenever α+β ∈ Φ.
We will pursue this issue further in the following section.

Example 2.6.9. Suppose we know all Nαj ,β , where j ∈ I and β ∈
Φ+. We claim that then all structure constants N±αi,α for i ∈ I and
α ∈ Φ can be determined, using only manipulations with roots in Φ.

(1) First, let i ∈ I and α ∈ Φ−. Then Proposition 2.6.8 shows how
to express N−αi,α in terms of Nαi,−α (which is known by assumption).

(2) Next, we determine N−αi,α for i ∈ I and α ∈ Φ+. If α −
αi 6∈ Φ, then N−αi,α = 0. Now assume that α − αi ∈ Φ. Then
(−αi) + α− (α− αi) = 0 and so Lemma 2.6.5 yields that

N−αi,α
〈α− αi, α− αi〉

=
N−(α−αi),−αi
〈α, α〉

= −
N−αi,−(α−αi)

〈α, α〉
.

Since −(α− αi) ∈ Φ−, the right hand side can be handled by (1).
(3) Finally, if i ∈ I and α ∈ Φ−, then Proposition 2.6.8 expresses

Nαi,α in terms of N−αi,−α, which is handled by (2) since −α ∈ Φ+.
Of course, if we want to do this in a concrete example, then we

need to be able to perform computations with roots in Φ: check if
the sum of roots is again a root, or calculate the scalar product of a
root with itself. More precisely, we do not need to know the actual
values of those scalar products, but rather the values of fractions
r(α, β) = 〈α + β, α + β〉/〈β, β〉 as above; we have seen in (♠4) how
such fractions are determined.
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To illustrate the above results, let us consider the matrix(
2 −1
−3 2

)
.

In Example 2.3.10, we have computed corresponding “roots”, al-
though we do not know (yet) if there is a Lie algebra with the above
matrix as structure matrix. We can now push this discussion a bit
further. First, we explain why the above matrix plays a special role.

Example 2.6.10. Let i, j ∈ I, i 6= j. Since αi − αj 6∈ Φ, we have

aij = 2 〈αi, αj〉
〈αi, αi〉

= −p

where p = max{m > 0 | αj + pαi ∈ Φ}; see Lemma 2.6.2 and Exer-
cise 2.2.13. By (♠3), we have aij = −p ∈ {0,−1,−2,−3}. Assume
that A is indecomposable and aij = −3; then aji = −1 by (♠2). We
claim that then |I| = 2 and so

A =
(

2 −1
−3 2

)
where I = {j, i}.

This is seen as follows. Suppose that |I| > 3. Since A is indecom-
posable, there is some k ∈ I \ {i, j} such that aik 6= 0 or ajk 6= 0
(or both). Let I ′ = {k, j, i} and consider the submatrix A′ of A with
rows and columns labelled by I ′. Then

A′ =

 2 a b
a′ 2 −1
b′ −3 2

 where a, a′, b, b′ ∈ Z60;

furthermore aa′ > 1 or bb′ > 1 (or both). We compute that det(A) =
2 − 2aa′ − 2bb′ − ab′ − 3a′b 6 0, contradiction to Remark 2.3.12. So
we must have |I| = 2 and A is given as above.

Example 2.6.11. Assume that there exists a Lie algebra L with
subalgebra H ⊆ L such that (L,H) is of Cartan–Kiling type with
respect to ∆ = {α1, α2} and corresponding structure matrix

A =
(

2 −1
−3 2

)
(called of type G2).

Then, as in Example 2.3.10, W is dihedral of order 12 and

Φ+ = {α1, α2, α1 + α2, α1 + 2α2, α1 + 3α2, 2α1 + 3α2}.
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Table 3. Structure constants for type G2

Nα,β 10 01 11 12 13 23 −10 −01 −11 −12 −13 −23
10 . 1 . . 1 . ∗ . 1 . . −1
01 −1 . −2 −3 . . . ∗ −3 2 −1 .
11 . 2 . −3 . . −1 3 ∗ 2 . −1
12 . 3 3 . . . . 2 −2 ∗ 1 −1
13 −1 . . . . . . 1 . −1 ∗ −1
23 . . . . . . −1 . 1 −1 1 ∗
−10 ∗ . −1 . . 1 . −1 . . −1 .
−01 . ∗ 3 −2 1 . 1 . 2 3 . .
−11 1 −3 ∗ −2 . 1 . −2 . 3 . .
−12 . −2 2 ∗ −1 1 . −3 −3 . . .
−13 . −1 . 1 ∗ 1 1 . . . . .
−23 1 . −1 1 −1 ∗ . . . . . .
(Here, e.g., −12 stands for −(α1 + 2α2) ∈ Φ, and “∗” for hα.)

We have −〈α1, α1〉 = 2〈α1, α2〉 = −3〈α2, α2〉 and so 〈α1, α1〉 =
3〈α2, α2〉. From the computation in Example 2.3.10, we also see that

Φ1 := {w(α1) | w ∈W} = {α1, α1 + 3α2, 2α1 + 3α2},
Φ2 := {w(α2) | w ∈W} = {α2, α1 + α2, α1 + 2α2}.

Thus, 〈α, α〉/〈β, β〉 is known for all α, β ∈ Φ. Let {e1, e2, f1, f2} be
Chevalley generators for L. Let us try to determine a collection of
elements {eα | α ∈ Φ} and the corresponding structure constants.
Anticipating what we will do in the following section, let us set

eα1 = e1, eα2 = −e2, e−α1 = f1, e−α2 = −f2.

For i ∈ I and α ∈ Φ, let qi,α := max{m > 0 | α−mαi ∈ Φ}. In view
of the formula in Proposition 2.6.8, we define successively:

eα1+α2 := [e1, eα2 ] ∈ Lα1+α2 (q1,α2 = 0),

eα1+2α2 := 1
2 [e2, eα1+α2 ] ∈ Lα1+2α2 (q2,α1+α2 = 1),

eα1+3α2 := 1
3 [e2, eα1+2α2 ] ∈ Lα1+3α2 (q2,α1+2α2 = 2),

e2α1+3α2 := [e1, eα1+3α2 ] ∈ L2α1+3α2 (q1,α1+3α2 = 0).

All these are non-zero by Lemma 2.6.6. Hence, for α ∈ Φ+, there is a
unique e−α ∈ L−α such that [eα, e−α] = hα. Thus, we have defined
elements eα ∈ Lα for all α ∈ Φ, such that Remark 2.6.1(a) holds.
Let Nα,β be the corresponding structure constants; we leave it as an
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exercise for the reader to check that these are given by Table 3. (In
order to compute that table, one only needs arguments like those in
Example 2.6.9.) Thus, without knowing that L exists at all, we are
able to compute all the structure constants Nα,β — and we see that
they are all integers! Furthermore, using Lemma 2.6.3, we obtain

hα1+α2 = 3h1 + h2, hα1+2α2 = 3h1 + 2h2,

hα1+3α2 = h1 + h2, h2α1+3α2 = 2h1 + h2.

Thus, all the Lie brackets in L are explicitly known and the whole
situation is completely rigid.

2.7. Lusztig’s canonical basis

We keep the general setting of the previous section and assume now
that the structure matrix A of L is indecomposable. The aim of
this section is to show the remarkable fact that one can single out a
“canonical” collection of elements in the various weight spaces Lα.

Remark 2.7.1. Let i ∈ I and β ∈ Φ be such that β 6= ±αi. As in
Remark 2.2.10, let β − qαi, . . . , β − αi, β, β + αi, . . . , β + pαi be the
αi-string through β. By the exercises, we have

p = pi,β := max{m > 0 | β +mαi ∈ Φ},
q = qi,β := max{m > 0 | β −mαi ∈ Φ}.

Also note that, for any m > 0, we have β −mαi ∈ Φ if and only if
−β +mαi = −(β −mαi) ∈ Φ. Thus, we have qi,β = pi,−β .

Theorem 2.7.2 (Lusztig [24, Theorem 0.6]). Given Chevalley gen-
erators {ei, fi | i ∈ I} of L, there is a collection of elements
{0 6= e+

α ∈ Lα | α ∈ Φ} with the following properties:

(L1) [fi, e+
αi ] = [ei, e+

−αi ] for all i ∈ I.
(L2) [ei, e+

α ] = (qi,α + 1)e+
α+αi if i ∈ I, α ∈ Φ and α+ αi ∈ Φ.

(L3) [fi, e+
α ] = (pi,α + 1)e+

α−αi if i ∈ I, α ∈ Φ and α− αi ∈ Φ.

This collection {e+
α | α ∈ Φ} is unique up to a global constant, that is,

if {0 6= e′α ∈ Lα | α ∈ Φ} is another collection satisfying (L1)–(L3),
then there exists some 0 6= ξ ∈ C such that e′α = ξe+

α for all α ∈ Φ.
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The proof will be given later in this section, after the following
remarks. First note that, even for L = sl2(C), we have to modify
the standard elements e, h, f in order to obtain the above formulae.
Indeed, setting e+ := e and f+ := −f , we have

[e, f+] = −[e, f ] = −h = [f, e] = [f, e+].

Hence, {e+, f+} is a collection satisfying (L1); the conditions in (L2)
and (L3) are empty in this case.

Remark 2.7.3. Assume that a collection {e+
α | α ∈ Φ} as in Theo-

rem 2.7.2 exists. Since e+
αi ∈ Lαi for i ∈ I, we have e+

αi = ciei, where
0 6= ci ∈ C. Similarly, we have e+

−αi ∈ L−αi and so e+
−αi = difi,

where 0 6= di ∈ C. Hence, we obtain

[fi, e+
αi ] = ci[fi, ei] = −ci[ei, fi] = −cihi,

[ei, e+
−αi ] = di[ei, fi] = dihi,

and so (L1) implies that di = −ci for all i ∈ I. This also shows that
[e+
αi , e

+
−αi ] = −[ei, fi] = −hi for i ∈ I. — Thus, Remark 2.6.1(a) does

not hold for the collection {e+
α | α ∈ Φ}.

Now, the possibilities for the constants ci are severely restricted,
as follows. Let i, j ∈ I be such that i 6= j and aij 6= 0. Then
β = αi + αj ∈ Φ (see exercises). Applying (L2) twice, we obtain:

[ei, ej ] = [ei, c−1
j e+

αj ] = (qi,αj + 1)c−1
j e+

β = c−1
j e+

β ,

[ej , ei] = [ej , c−1
i e+

αi ] = (qj,αi + 1)c−1
i e+

β = c−1
i e+

β .

Note that ±(αi − αj) 6∈ Φ and so qj,αi = qi,αj = 0. Since [ei, ej ] =
−[ej , ei], we conclude that cj = −ci. Thus

(∗) cj = −ci whenever i, j ∈ I are such that aij < 0.

Since A is indecomposable, this implies that {ci | i ∈ I} is completely
determined by ci0 , for one particular choice of i0 ∈ I. Indeed, let
i ∈ I, i 6= i0. By Remark 2.4.8, there is a sequence of distinct indices
i0, i1, . . . , ir = i (r > 1) such that ailil+1 6= 0 for 0 6 l 6 r−1. Hence,
using (∗), we find that ci = (−1)rci0 . Consequently, if {c′i | i ∈ I} is
another collection of non-zero constants satisfying (∗), then c′i = ξci
for all i ∈ I, where ξ = c′i0c

−1
i0
∈ C is a constant.
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Remark 2.7.4. Assume that a collection {e+
α | α ∈ Φ} as in Theo-

rem 2.7.2 exists. Using (L1), we can define

h+
j := [ej , e+

−αj ] = [fj , e+
αj ] ∈ H for all j ∈ I.

Writing e+
αj = cjej as in Remark 2.7.3, we see that h+

j = −cjhj . So

B := {h+
j | j ∈ I} ∪ {e

+
α | α ∈ Φ} is a basis of L.

We claim that the action of the Chevalley generators {ei, fi | i ∈ I}
on this basis is given as follows, where j ∈ I and α ∈ Φ:

[ei, h+
j ] = |aji|e+

αi , [fi, h+
j ] = |aji|e+

−αi ,

[ei, e+
α ] =


(qi,α + 1)e+

α+αi if α+ αi ∈ Φ,
h+
i if α = −αi,
0 otherwise,

[fi, e+
α ] =


(pi,α + 1)e+

α−αi if α− αi ∈ Φ,
h+
i if α = αi,

0 otherwise.

Indeed, first let α ∈ Φ. If α + αi 6∈ Φ, then [ei, e+
α ] = 0; otherwise,

[ei, e+
αi ] is given by (L2). Similarly, if α − αi 6∈ Φ, then [fi, e+

α ] = 0;
otherwise, [fi, e+

α ] is given by (L3). Now let j ∈ I. Then

[ei, h+
j ] = −[h+

j , ei] = cj [hj , ei] = cjαi(hj)ei = cjajiei.

If i = j, then aji = 2 and cjei = ciei = e+
αi ; thus, [ei, h+

i ] = 2e+
αi .

Now let i 6= j. If aji = 0, then [ei, h+
j ] = 0. If aji 6= 0, then ci = −cj

by Remark 2.7.3. So [ei, h+
j ] = −ciajiei = −ajie+

αi , where aji < 0.
This yields the above formula for [ei, h+

j ]. Finally, consider fi. We
have seen in Remark 2.7.3 that e+

−αi = −cifi. This yields that

[fi, h+
j ] = −[h+

j , fi] = cj [hj , fi] = −cjαi(hj)fi = −cjajifi.

Now we argue as before to obtain the formula for [fi, h+
j ].

Thus, all the entries of the matrices of adL(ei) and adL(fi) with
respect to the basis {h+

j | j ∈ I}∪{e+
α | α ∈ Φ} of L are non-negative

integers! This is one of the remarkable features of Lusztig’s theory of
“canonical bases” (see [23], [24] and further references there).

Remark 2.7.5. Assume that a collection {e+
α | α ∈ Φ} as in The-

orem 2.7.2 exists. First note that, if 0 6= ξ ∈ C is fixed and we
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set e′α := ξe+
α for all α ∈ Φ, then the new collection {e′α | α ∈ Φ}

also satisfies (L1)–(L3). Conversely, we show that any two collections
satisfying (L1)–(L3) are related by such a global constant ξ.

Now, as above, for i ∈ I we have e+
αi = ciei, where 0 6= ci ∈ C.

Then (L2) combined with the Key Lemma 2.3.4 determines e+
α for

all α ∈ Φ+. Furthermore, as above, we have e+
−αi = −cifi for i ∈ I.

But then (L3) also determines e+
−α for all α ∈ Φ+. Thus, the whole

collection {e+
α | α ∈ Φ} is completely determined by {ci | i ∈ I} and

properties of Φ (e.g., the numbers pi,α, qi,α).
Now assume that {e′α | α ∈ Φ} is any other collection that satis-

fies (L1)–(L3). For i ∈ I, we have again e′αi = c′iei, where 0 6= c′i ∈ C.
Now both collections of constants {ci | i ∈ I} and {c′i | i ∈ I} satisfy
(∗) in Remark 2.7.3. So there is some 0 6= ξ ∈ C such that c′i = ξci
for all i ∈ I. Hence, we have e′αi = ξe+

αi for all i ∈ I. But then the
previous discussion shows that e′α = ξe+

α for all α ∈ Φ. This proves
the uniqueness part of Theorem 2.7.2.

ab hier Woche 8
We now turn to the existence part of Theorem 2.7.2. We essen-

tially follow Lusztig’s argument in [22, Lemma 1.4], but there are
some additional complications here, since Lusztig assumes that A is
symmetric and aij ∈ {0,±1} for all i 6= j in I. (In [24], the proof is
based on general results on canonical bases in [23].)

Definition 2.7.6. We fix any total order v on I. (For example, let
|I| = n and write I = {i1, . . . , in}; then define ik v il if k 6 l.) Let
α0 ∈ Φ+ be the highest root in Φ; see Proposition 2.4.17. Let us fix
a nonzero eα0 ∈ Lα0 . Then we construct a specific element eγ ∈ Lγ
for any γ ∈ Φ+ by downward induction on ht(γ), as follows. For
γ = α0, we take the chosen eα0 ∈ Lα0 . Now let γ ∈ Φ+ be such
that ht(γ) < ht(α0). Since γ 6= α0, there exists some j ∈ I such that
γ′ := γ+αj ∈ Φ+ (see Proposition 2.4.17). By Remark 2.2.10(c’), we
have {0} 6= [L−αj , Lγ′ ] ⊆ Lγ . So, since eγ′ ∈ Lγ′ is already known
by induction, we can define 0 6= eγ ∈ Lγ by the condition that

[fj , eγ′ ] = (pj,γ′ + 1)eγ .

Note that there may be several j ∈ I such that γ+αj ∈ Φ+. In order
to make a specific choice, we let j = k(γ) := min{l ∈ I | γ+αl ∈ Φ+},
where the minimum is taken with respect to v.
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Once eγ is defined for each γ ∈ Φ+, there is a unique e−γ ∈ L−γ
such that [eγ , e−γ ] = hγ . Thus, we obtain a complete collection

{eγ | γ ∈ Φ} such that Remark 2.6.1(a) holds.

Let Nα,β be the structure constants with respect to the above collec-
tion; since Remark 2.6.1(a) holds (by construction), all the results in
Section 2.6 can be used.

Remark 2.7.7. Let i ∈ I. Since 0 6= eαi ∈ Lαi , we have eαi = ciei,
where 0 6= ci ∈ C. Similarly, e−αi = c′ifi, where 0 6= c′i ∈ C. Since
hαi = [eαi , e−αi ] = cic

′
i[ei, fi] = cic

′
ihi, we conclude that c′i = c−1

i .
Now let i0 ∈ I be the smallest index with respect to v. We start

the above inductive procedure all over again with eα0 replaced by
c−1
i0

eα0 . Then we obtain a new collection {e′γ | γ ∈ Φ}, where e′γ =
c−1
i0

eγ for all γ ∈ Φ+, and e′γ = ci0eγ for all γ ∈ Φ−. Thus, replacing
each eγ by e′γ , we can achieve that eαi0 = ei0 and e−αi0 = fi0 . (This
normalisation will play a role at one point further below.)

The following result is the crucial step in the proof of Theo-
rem 2.7.2. It shows that the collection of elements {eγ | γ ∈ Φ}
does not depend at all on the choice of the total order v on I.

Lemma 2.7.8. Let γ ∈ Φ+ and i ∈ I be arbitrary such that α :=
γ + αi ∈ Φ. Then we also have [fi, eα] = (pi,α + 1)eγ .

Proof. We proceed by downward induction on ht(γ). If γ = α0,
then the condition is empty and so there is nothing to prove. Now let
ht(γ) < ht(α0) and i ∈ I be such that α := γ+αi ∈ Φ+. We also have
β := γ + αj ∈ Φ, where j := k(γ). If i = j, then the desired formula
holds by construction. Now assume that i 6= j. Then we have two
expressions −αi+α = γ = −αj +β. Since β−α = αj−αi 6∈ Φ∪{0},
we can apply Lemma 2.6.7 with β1 = −αi, β2 = α, γ1 = −αj , γ2 = β.
This yields the identity:

(†1) N−αi,αNαj ,−β = N−αi,γ′Nαj ,−γ′
〈β, β〉
〈α, α〉

〈γ′, γ′〉
〈γ, γ〉

,

where γ′ := α+αj = β+αi = β2−γ1 = γ2−β1 ∈ Φ. Now, one could
try to simplify the right hand side using the formulae in the previous
section. But there is a simple trick (taken from [26, §2.9, Lemma E])



2.7. Lusztig’s canonical basis 93

to avoid such calculations. Namely, we can also apply Lemma 2.6.7
with β1 = αi, β2 = −α, γ1 = αj , γ2 = −β. This yields the identity:

(†2) Nαi,−αN−αj ,β = Nαi,−γ′N−αj ,γ′
〈β, β〉
〈α, α〉

〈γ′, γ′〉
〈γ, γ〉

.

Now, we have γ′−αi = β and ht(β) = ht(γ)+1; similarly, γ′−αj = α

and ht(α) = ht(γ) + 1. So we can apply induction and obtain that

[fi, eγ′ ] = (pi,γ′ + 1)eβ and [fj , eγ′ ] = (pj,γ′ + 1)eα.

Using Remarks 2.7.1 and 2.7.7, the above formulae mean that

N−αi,γ′ = c−1
i (pi,γ′ + 1) = c−1

i (qi,−γ′ + 1),

N−αj ,γ′ = c−1
j (pj,γ′ + 1) = c−1

j (qj,−γ′ + 1).

But then the formula in Proposition 2.6.8 shows that Nαi,−γ′ =
−ci(qi,−γ′ + 1) and Nαj ,−γ′ = −cj(qj,−γ′ + 1). Hence, the right hand
side of (†1), multiplied by cic

−1
j , is equal to the right hand side of

(†2), multiplied by c−1
i cj . Consequently, an analogous relation holds

between the left hand sides. Thus, we obtain:

cic
−1
j N−αi,αNαj ,−β = c−1

i cjNαi,−αN−αj ,β .

Since j = k(γ), we have [fj , eβ ] = (pj,β + 1)eγ and so N−αj ,β =
c−1
j (pj,β + 1) = c−1

j (qj,−β + 1). Hence, Nαj ,−β = −cj(qj,−β + 1)
by Proposition 2.6.8. Inserting this into the above identity, we de-
duce that Nαi,−α = −c2iN−αi,α and so ciN−αi,α = ±(qi,−α + 1) =
±(pi,α + 1), again by Proposition 2.6.8 and Remark 2.7.1. It remains
to determine the sign. But this can be done using (†1) and the for-
mulae obtained above. Indeed, we have seen that

Nαj ,−β = −cj(qj,−β + 1),
Nαj ,−γ′ = −cj(qj,−γ′ + 1),

N−αi,γ′ = +c−1
i (qi,−γ′ + 1).

Inserting this into (†1), we obtain that

ciN−αi,α = (qj,−β + 1)−1(qi,−γ′ + 1)(qj,−γ′ + 1) 〈β, β〉
〈α, α〉

〈γ′, γ′〉
〈γ, γ〉

.

All terms on the right hand side are positive numbers and so ciN−αi,α
must be positive. Hence, we conclude that N−αi,α = c−1

i (pi,α + 1),
and this yields [fi, eα] = (pi,α + 1)eγ , as desired. �
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By the discussion in Example 2.6.9, the above result should now
determine all N±αi,α for i ∈ I and α ∈ Φ. Concretely, we obtain:

Lemma 2.7.9. Let α ∈ Φ+ and i ∈ I be such that α+αi ∈ Φ. Then
[ei, eα] = (qi,α + 1)eα+αi .

Proof. Set α′ := α+αi ∈ Φ+ and write [ei, eα] = c eα′ , where c ∈ C.
By Lemma 2.7.8, we have [fi, eα′ ] = (pi,α′ + 1)eα. Next note that

pi,α = max{m > 0 | α+mαi ∈ Φ}
= max{m > 0 | α′ + (m− 1)αi ∈ Φ}}
= max{m′ > 0 | α′ +m′αi ∈ Φ}+ 1 = pi,α′ + 1.

Hence, we have [fi, eα′ ] = pi,αeα. Consequently, we obtain the iden-
tity [fi, [ei, eα]] = c[fi, eα′ ] = cpi,αeα. Since α 6= ±αi, we can apply
Remark 2.2.10(c). This shows that the left hand side of the identity
equals pi,α(qi,α + 1)eα. Hence, we have c = qi,α + 1, as desired. �

Lemma 2.7.10. Let i ∈ I and α ∈ Φ− be negative.

(a) If α+ αi ∈ Φ, then [ei, eα] = −(qi,α + 1)eα+αi .
(b) If α− αi ∈ Φ, then [fi, eα] = −(pi,α + 1)eα−αi .

Proof. (a) Set β := −α ∈ Φ+. Then β − αi = −(α + αi) ∈ Φ.
Since ht(β) > 1, we have ht(β − αi) > 0 and so β − αi ∈ Φ+. By
Lemma 2.7.8, we have [fi, e−α] = [fi, eβ ] = (pi,β + 1)e−(α+αi) and so

N−αi,−α = c−1
i (pi,β + 1) = c−1

i (qi,α + 1);

see Remarks 2.7.1 and 2.7.7. By Proposition 2.6.8, we obtain Nαi,α =
−ci(qi,α + 1) and, hence, [ei, eα] = −(qi,α + 1)eα+αi .

(b) Set again β := −α ∈ Φ+. Then β + αi = −(α − αi) ∈ Φ
and so Lemma 2.7.9 yields that [ei, e−α] = [ei, eβ ] = (qi,β + 1)eβ+αi .
Thus, we have Nαi,β = ci(qi,β + 1), and Proposition 2.6.8 shows that
N−αi,α = N−αi,−β = −c−1

i (qi,β + 1); note again that qi,β = pi,α. �

Thus, we have found explicit formulae for the structure constants
N±αi,α, for all i ∈ I and α ∈ Φ, summarized as follows:

[ei, eα] = +(qi,α + 1)eα+αi if α ∈ Φ+ and α+ αi ∈ Φ,
[ei, eα] = −(qi,α + 1)eα+αi if α ∈ Φ− and α+ αi ∈ Φ,
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[fi, eα] = +(pi,α + 1)eα−αi if α ∈ Φ+ and α− αi ∈ Φ,
[fi, eα] = −(pi,α + 1)eα−αi if α ∈ Φ− and α− αi ∈ Φ.

Hence, the signs are not yet right as compared to the desired formulae
in Theorem 2.7.2. To fix this, we define for α ∈ Φ:

e+
α :=

{
eα if α ∈ Φ+,

(−1)ht(α)eα if α ∈ Φ−.

We claim that (L1), (L2), (L3) in Theorem 2.7.2 hold. First consider
(L2). Let i ∈ I and α ∈ Φ be such that α + αi ∈ Φ. If α ∈ Φ+,
then e+

α = eα and the required formula holds. If α ∈ Φ−, then
[ei, e+

α ] = (−1)ht(α)[ei, eα] = −(−1)ht(α)(qi,α + 1)eα; so the desired
formula holds again, since e+

α+αi = (−1)ht(α+αi)eα+αi . The argu-
ment for (L3) is analogous. Now consider (L1). This relies on the
normalisation in Remark 2.7.7. Let i ∈ I. Since ht(αi) = 1, we have

e+
αi = eαi = ciei and e+

−αi = −e−αi = −c−1
i fi.

Since (L2) is already known to hold, we can run the argument in
Remark 2.7.3 and find that the ci are all equal to each other, up to
signs. Since ci0 = 1 for at least one i0 ∈ I (see Remark 2.7.7), we
conclude that ci = ±1 for all i ∈ I. But then we obtain

[ei, e+
−αi ] = −c−1

i [ei, fi] = −c−1
i hi,

[fi, e+
αi ] = +ci[fi, ei] = −ci[ei, fi] = −cihi.

Since ci = ±1, we have ci = c−1
i and so the above two expressions

are equal, as required. Thus, eventually, the proof of Theorem 2.7.2
is complete. — As a by-product, we also obtain:

Corollary 2.7.11. There is a collection of elements {e+
α | α ∈ Φ}

satisfying (L1)–(L3) in Theorem 2.7.2 and such that

[e+
α , e+

−α] = (−1)ht(α)hα for all α ∈ Φ.

Such a collection {e+
α | α ∈ Φ} is unique up to a global sign, that is, if

{e′α | α ∈ Φ} is another collection satisfying (L1)–(L3) and the above
identity, then there is some ξ = ±1 such that e′α = ξe+

α for all α ∈ Φ.
We have e+

αi = ciei and e+
−αi = −cifi, with ci ∈ {±1} for all i ∈ I.
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Proof. Since [eα, e−α] = hα, the formula for [e+
α , e+

−α] is clear by the
definition of e+

α and the fact that h−α = −hα for all α ∈ Φ. Now let
{e′α | α ∈ Φ} be another collection satisyfing (L1)–(L3) and the above
identity. As discussed in Remark 2.7.5, there exists 0 6= ξ ∈ C such
that e′α = ξe+

α for all α ∈ Φ. But then (−1)ht(α)hα = [e′α, e′−α] =
ξ2[e+

α , e+
−α] = ξ2(−1)ht(α)hα and so ξ = ±1, as desired. Finally, the

relations e+
αi = ciei and e+

−αi = −cifi (with ci = ±1 for i ∈ I)
hold for the collection constructed as above; hence, they hold for any
collection satisyfing (L1)–(L3) and the above identity. �

We now establish an important consequence of Theorem 2.7.2.
Let also L̃ be a Lie algebra of Cartan–Killing type, that is, there is
a subalgebra H̃ ⊆ L̃ and a subset ∆̃ = {α̃i | i ∈ Ĩ} (for some finite
index set Ĩ) such that the conditions in Definition 2.2.1 hold. Let
Ã = (ãij)i,j∈Ĩ be the corresponding structure matrix.

Theorem 2.7.12 (Isomorphism Theorem). With the above notation,
assume that I = Ĩ and A = Ã. Then there is a unique isomorphism
of Lie algebras ϕ : L → L̃ such that ϕ(ei) = ẽi and ϕ(fi) = f̃i for
all i ∈ I, where {ei, fi | i ∈ I} and {ẽi, f̃i | i ∈ I} are Chevalley
generators for L and L̃, respectively (as in Remark 2.2.9).

Proof. The uniqueness of ϕ is clear since L = 〈ei, fi | i ∈ I〉alg; see
Proposition 2.4.5. The problem is to prove the existence of ϕ. Let
Φ ⊆ H∗ be the set of roots of L and Φ̃ ⊆ H̃∗ be the set of roots
of L̃. Since A = Ã, the discussion in Remark 2.3.7 shows that we
have a canonical bijection Φ ∼−→ Φ̃, α 7→ α̃, given as follows. If
α =

∑
i∈I niαi ∈ Φ (with ni ∈ Z), then α̃ =

∑
i∈I niα̃i ∈ Φ̃. Then

this bijection has the following property: for any α, β ∈ Φ, we have

(♥) α+ β ∈ Φ ⇔ α̃+ β̃ ∈ Φ̃.

Now fix a total order v on I and let i0 ∈ I be the smallest index, as
in Remark 2.7.7. Following the above inductive procedures, both in
L and in L̃, first yields collections {eα | α ∈ Φ} ⊆ L and {ẽα̃ | α̃ ∈
Φ̃} ⊆ L̃. Consequently, we obtain bases

B = {hi | i ∈ I} ∪ {e+
α | α ∈ Φ} (hi := [ei, fi]),

B̃ = {h̃i | i ∈ I} ∪ {ẽ+
α̃ | α̃ ∈ Φ̃} (h̃i := [ẽi, f̃i])
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for L and L̃, respectively, such that the relations (L1)–(L3) in Theo-
rem 2.7.2 hold. We assume that both collections are normalised as in
Remark 2.7.7, that is, e+

αi0
= eαi0 = ei0 and ẽ+

α̃i0
= ẽα̃i0 = ẽi0 . Now

define a (bijective) linear map ϕ : L→ L̃ by

ϕ(hi) := h̃i (i ∈ I) and ϕ(e+
α ) := ẽ+

α̃ (α ∈ Φ).

We have e+
αi = ciei and e+

−αi = −cifi for all i ∈ I, where ci ∈ {±1};
similarly, ẽ+

α̃i
= c̃iei and ẽ+

−α̃i = −c̃ifi for all i ∈ I, where c̃i ∈ {±1}.
Since ci0 = c̃i0 = 1, we conclude using Remark 2.7.3(∗) that ci = c̃i
for all i ∈ I. Consequently, we have

ϕ(ei) = ẽi and ϕ(fi) = f̃i for all i ∈ I.

Furthermore, let i ∈ I and α ∈ Φ be such that α + αi ∈ Φ. By (♥),
we also have α̃+ α̃i ∈ Φ̃ and

qi,α = max{m > 0 | α−mαi ∈ Φ}

= max{m > 0 | α̃−mα̃i ∈ Φ̃} = qi,α̃.

Similarly, if α−αi ∈ Φ, then α̃− α̃i ∈ Φ̃ and pi,α = pi,α̃. Hence, (L2)
shows that the matrix of adL(ei) : L→ L with respect to the basis B
is equal to the matrix of adL̃(ẽi) : L̃→ L̃ with respect to the basis B̃;
by (L3), similar statements also hold for adL(fi) and adL̃(f̃i). Since
ϕ is linear, this implies that

ϕ([ei, y]) = [ẽi, ϕ(y)] = [ϕ(ei), ϕ(y)],

ϕ([fi, y]) = [f̃i, ϕ(y)] = [ϕ(fi), ϕ(y)]

for all i ∈ I, y ∈ L. Since L = 〈ei, fi | i ∈ I〉alg, it follows that
ϕ([x, y]) = [ϕ(x), ϕ(y)] for all x, y ∈ L (see Exercise 1.1.8). �

Proposition 2.7.13 (Cf. Chevalley [9, §I]). Let {e+
α | α ∈ Φ} be a

collection as in Corollary 2.7.11. Then the following hold.

(a) We have ω(e+
α ) = −e+

−α for all α ∈ Φ. (Here, ω : L→ L is
the Chevalley involution; see Exercise Sheet 8.)

(b) Let α, β ∈ Φ be such that α + β ∈ Φ. Then [e+
α , e+

β ] =
±(q + 1)e+

α+β, where q > 0 is defined as in Lemma 2.6.2.

Proof. (a) Let α ∈ Φ+. We show the assertion by induction on
ht(α). If ht(α) = 1, then α = αi for some i ∈ I. We have e+

αi = ciei
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and e+
−αi = −cifi, where ci ∈ {±1} for all i ∈ I. Hence, we obtain

ω(e+
αi) = ciω(ei) = cifi = −e+

−αi , as required. Now let ht(α) > 1. By
the Key Lemma 2.3.4, there exists some i ∈ I such that β := α−αi ∈
Φ+. We have ht(β) = ht(α)− 1 and so ω(e+

β ) = −e+
−β , by induction.

By condition (L1) in Theorem 2.7.2, we have [ei, e+
β ] = (qi,β + 1)e+

α .
Applying ω yields that

(qi,β + 1)ω(e+
α ) = ω

(
[ei, e+

β ]
)

= [ω(ei), ω(e+
β )] = −[fi, e+

−β ].

Now, we have −β − αi = −α ∈ Φ and so condition (L2) in Theo-
rem 2.7.2 yields that [fi, e+

−β ] = (pi,−β + 1)e+
−α. Hence, we deduce

that ω(e+
α ) = −e+

−α, since pi,−β = qi,β as pointed out in Remark 2.7.1.
Thus, the assertion holds for all α ∈ Φ+. But, since ω2 = idL, we
then also have ω(e+

−α) = ω
(
−ω(e+

α )
)

= −ω2(e+
α ) = −e+

α , as required.
(b) We would like to use Proposition 2.6.8, but we can not do

that directly because the condition in Remark 2.6.1(a) does not hold
for the collection {e+

α | α ∈ Φ}. So we revert the construction of e+
α

and define a collection {0 6= eα ∈ Lα | α ∈ Φ} by

eα :=
{

e+
α if α ∈ Φ+,

(−1)ht(α)e+
α if α ∈ Φ−.

Then [eα, e−α] = hα for all α ∈ Φ. By (a), we also have the formula:

ω(eα) = −(−1)ht(α)e−α for all α ∈ Φ.

Let Nα,β be the structure constants with respect to {eα | α ∈ Φ},
as in Section 2.6. Writing [eα, eβ ] = Nα,βeα+β , we certainly have
[e+
α , e+

β ] = ±Nα,βe+
α+β . So it suffices to show that Nα,β = ±(q + 1).

This is seen as follows. Using the above formula for ω, we obtain
ω
(
[eα, eβ ]) = Nα,βω(eα+β) = −(−1)ht(α+β)Nα,βe−(α+β). On the

other hand, we can also evaluate the left hand side as follows.

ω
(
[eα, eβ ]) = [ω(eα), ω(eβ)] = (−1)ht(α)+ht(β)[e−α, e−β ]

= (−1)ht(α)+ht(β)N−α,−βe−(α−β).

Hence, we conclude that N−α,−β = −Nα,β and so Proposition 2.6.8
implies that N2

α,β = (q+ 1)2. Thus, Nα,β = ±(q+ 1), as claimed. �



Chapter 3

Generalised Cartan
matrices

In the previous chapter we have seen that a Lie algebra L of Cartan–
Killing type is determined (up to isomorphism) by its structure matrix
A = (aij)i,j∈I . The entries of A are integers, we have aii = 2 and
aij 6 0 for i 6= j; furthermore, aij < 0 ⇔ aji < 0. In Section 3.1 we
show that every (indecomposable) matrix satisfying those conditions
has one of three possible types: (FIN), (AFF) or (IND). There is a
complete classification of all such matrices of types (FIN) and (AFF).
The structure matrix A of L does turn out to be of type (FIN) and,
hence, it is encoded by one of the graphs in the famous list of Dynkin
diagrams of type An, Bn, Cn, Dn, G2, F4, E6, E7 and E8.

Once the results in Section 3.1 are established, the central theme
of this chapter is as follows. We start with an arbitrary matrix A as
above, of type (FIN). Then we can construct the following objects:

1) An abstract root system Φ. In Section 2.3 we already made first
steps in that direction, and presented a Python program to determine
Φ from A. This will be further developed in Section 3.2.

2) A Lie algebra L of Cartan–Killing type with structure matrix A
and root system Φ. This will be done by a process that reverses the
construction of Lusztig’s canonical basis; see Section 3.3.

99
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3) A Chevalley group G “of type L”, first over C and then over
any field K. Here we follow Lusztig’s simplified construction using
the canonical basis of L; see Section 3.5.

We shall emphasise the fact that the constructions are by means
of purely combinatorial procedures, which do not involve any other
ingredients (or choices) and, hence, can also be implemented on a
computer: the single input datum for the computer programs is the
matrix A (plus the field K for the Chevalley groups). We present a
specific computer algebra package with these features in Section 3.4.

3.1. Classification

Let I be a finite, non-empty index set. We consider matrices A =
(aij)i,j∈I with entries in R satisfying the following two conditions:

(C1) aij 6 0 for all i 6= j in I;
(C2) aij 6= 0⇔ aji 6= 0, for all i, j ∈ I.

Examples of such matrices are the structure matrices of Lie algebras
of Cartan–Killing type; see Corollary 2.2.12. One of our aims will
be to find the complete list of all possible such structure matrices.
For this purpose, it will be convenient to first work in a more general
setting, where we only assume that (C1) and (C2) hold.

In analogy to Definition 2.4.7, we say that A is indecomposable if
there is no partition I = I1 t I2 (where I1, I2 $ I and I1 ∩ I2 = ∅)
such that aij = aji = 0 for all i ∈ I1 and j ∈ I2.

Some further notation. Let u = (ui)i∈I ∈ RI . We write u > 0 if
ui > 0 for all i ∈ I; we write u > 0 if ui > 0 for all i ∈ I. Finally,
Au ∈ RI is the vector with i-th component given by

∑
j∈I aijuj (usual

product of A with u regarded as a column vector).

Lemma 3.1.1. Assume that A satisfies (C1), (C2) and is indecom-
posable. If u ∈ RI is such that u > 0, Au > 0, then u = 0 or u > 0.

Proof. Let I1 := {i ∈ I | ui = 0} and I2 := {i ∈ I | ui > 0}. Then
I = I1 ∪ I2, I1 ∩ I2 = ∅. Let i ∈ I1 and vi be the i-th component of
Au; by assumption, vi > 0. On the other hand, vi =

∑
j∈I aijuj =∑

j∈I2 aijuj where all terms in the sum on the right hand side are
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6 0 since A satisfies (C1) and uj > 0 for all j ∈ I2; furthermore, if
aij < 0 for some j ∈ I2, then vi < 0, contradiction to vi > 0. So we
must have aij = 0 for all i ∈ I1, j ∈ I2. Since A satisfies (C2), we also
have aji = 0 for all i ∈ I1, j ∈ I2. Since A is indecomposable, either
I1 = I (and so u = 0) or I2 = I (and so u > 0). �

Theorem 3.1.2 (Vinberg). Assume that A satisfies (C1), (C2) and
is indecomposable. Let KA := {u ∈ RI | Au > 0}. Then exactly one
of the following three conditions holds.

(FIN) {0} 6= KA ⊆ {u ∈ RI | u > 0} ∪ {0}.
(AFF) KA = {u ∈ RI | Au = 0} = 〈u0〉R where u0 > 0.
(IND) KA ∩ {u ∈ RI | u > 0} = {0}.

Accordingly, we say that A is of finite, affine or indefinite type.

Proof. First we show that the three conditions are disjoint. If (FIN)
or (AFF) holds, then there exists some u ∈ RI such that u > 0 and
Au > 0. Hence, (IND) does not hold. If (AFF) holds, then there
exists some u ∈ RI such that u > 0 and Au = 0 > 0. But then
also A(−u) > 0 and so (FIN) does not hold. Hence, the conditions
are indeed disjoint. It remains to show that we are always in one
of the three cases. Assume that (IND) does not hold. Then there
exists some 0 6= v ∈ KA such that v > 0. By Lemma 3.1.1, we have
v > 0. We want to show that (FIN) or (AFF) holds. Assume that
(FIN) does not hold. Since KA 6= {0}, this means that there exists
0 6= u ∈ KA such that uh 6 0 for some h ∈ I. We have v > 0 and
so we can consider the ratios ui/vi for i ∈ I. Let j ∈ I be such that
uj/vj 6 ui/vi for all i ∈ I. If uj > 0, then ui > 0 for all i ∈ I and so
u > 0. But then Lemma 3.1.1 would imply that u > 0, contradiction
to our choice of u. Hence, uj < 0 and so s := −uj/vj > 0. Now let
us look at the vector u+ sv; its i-th component is

(u+ sv)i = ui + svi = vi(ui/vi − uj/vj)
{

= 0 if i = j,

> 0 if i 6= j.

Hence, we have u + sv > 0 and A(u + sv) = Au + sAv > 0. By
Lemma 3.1.1, either u+ sv = 0 or u+ sv > 0. But (u+ sv)j = 0 and
so we must have u + sv = 0, that is, u = −sv. But then 0 6 Au =
(−s)Av 6 0 (since s > 0 and Av > 0) and so Av = Au = 0.
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Finally, consider any 0 6= w ∈ KA. Again, let j ∈ J be such
that wj/vj 6 wi/vi for all i ∈ I, and set t := −wj/vj . As above, we
see that w + tv > 0 and (w + tv)j = 0. Furthermore, A(w + tv) =
Aw + tAv = Aw > 0 (since Av = 0). So Lemma 3.1.1 implies that
either w + tv > 0 (which is not the case) or w + tv = 0; hence,
w = −tv ∈ 〈v〉R. So KA ⊆ 〈v〉R ⊆ {z ∈ RI | Az = 0} and the right
hand side is contained in KA. Hence, (AFF) holds where u0 = v. �

Corollary 3.1.3. Let A be as in Theorem 3.1.2.

(a) A is of finite type if and only if there exists u ∈ RI such that
u > 0, Au > 0 and Au 6= 0. In this case, det(A) 6= 0.

(b) A is of affine type if and only if there exists 0 6= u ∈ RI such
that u > 0 and Au = 0. In this case, A has rank |I| − 1.

Proof. (a) If (FIN) holds, then Theorem 3.1.2 shows that there is
some u ∈ RI such that u > 0 and Au > 0. If we had Au = 0, then
also A(−u) = 0, contradiction to KA ⊆ {u ∈ RI | u > 0} ∪ {0}.
Conversely, assume that there exists u ∈ RI such that u > 0, Au >
0 and Au 6= 0; in particular, u 6= 0 and so (IND) does not hold.
Furthermore, Au 6= 0 and so (AFF) does not hold. Hence, the only
remaining possibility is that (FIN) holds.

Assume now that (FIN) holds. Let v ∈ RI be such that Av = 0.
But then v,−v ∈ KA and so we must have v = 0. Hence, we have
{v ∈ RI | Av = 0} = {0} and so det(A) 6= 0.

(b) If (AFF) holds, then Theorem 3.1.2 shows that there is some
u ∈ RI such that u > 0 and Au = 0, as required. Conversely, assume
that there exists 0 6= u ∈ RI such that u > 0 and Au = 0; in
particular, u ∈ KA and det(A) = 0. But then neither (FIN) nor
(IND) holds, so (AFF) must hold. The statement about the rank of
A is clear by condition (AFF). �

Remark 3.1.4. Let A = (aij)i,j∈I be the structure matrix of a Lie
algebra L of Cartan–Killing type, as in Chapter 2. Assume that
L 6= {0} is simple; then A is indecomposable by Theorem 2.4.14. As
already remarked above, A satisfies (C1) and (C2). So we can now
ask whether A is of finite, affine or indefinite type. We claim that A
is of finite type. To see this, let α ∈ Φ+ be such that ht(α) is as large
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as possible. Write α =
∑
j∈I njαj where nj ∈ Z>0. Let i ∈ I. Using

the formula in Remark 2.3.7, we obtain

α−
(∑
j∈I

aijnj
)
αi =

∑
j∈I

nj
(
αj − aijαi

)
= si(α) ∈ Φ.

Now ht(si(α)) 6 ht(α) and so
∑
j∈I aijnj > 0 for all i ∈ I. Hence,

we have Au > 0 where u := (ni)i∈I > 0. Furthermore, det(A) 6= 0
and so Au 6= 0. So A is of finite type by Corollary 3.1.3(a).

Definition 3.1.5 (Kac [21, §1.1]). Assume that A = (aij)i,j∈I sat-
isfies (C1), (C2). We say that A is a generalised Cartan matrix if
aij ∈ Z and aii = 2 for all i, j ∈ I.

Our aim is to classify the generalised Cartan matrices of finite
and affine type. We begin with some preparations.

Lemma 3.1.6. Assume that A satisfies (C1), (C2) and is indecom-
posable. Let AJ := (aij)i,j∈J where ∅ 6= J $ I. Then, clearly, AJ
also satisfies (C1), (C2). If A is of finite or affine type and if AJ is
indecomposable, then AJ is of finite type.

Proof. Since A is of finite or affine type, there exists u ∈ RI such
that u > 0 and Au > 0. Define u′ := (ui)i∈J ∈ RJ . For i ∈ J we have

0 6 (Au)i =
∑
j∈I

aijuj =
∑
j∈J

aijuj +
∑
j∈I\J

aijuj︸ ︷︷ ︸
60

6 (AJu′)i.

Hence, u′ > 0 and u′ ∈ KAJ which means that AJ is of finite or affine
type (see Theorem 3.1.2). By Corollary 3.1.3, it remains to show that
AJu

′ 6= 0. Assume, if possible, that (AJu′)i = 0 for all i ∈ J . Then
the above inequality shows that aijuj = 0 and, hence, aij = 0 for all
j ∈ I \ J . But then A is decomposable, contradiction. �

Lemma 3.1.7. Let A := (aij)i,j∈I be an indecomposable generalised
Cartan matrix of finite or affine type. Then 0 6 aijaji 6 4 for all
i, j ∈ I. If |I| > 3, then 0 6 aijaji 6 3 for all i 6= j in I.

Proof. If i = j, then aii = 2 and so the assertion is clear. Now let
|I| > 2 and J = {i, j}, where i 6= j in I are such that aij 6= 0. Then

AJ =
(

2 −a
−b 2

)
where a = −aij , b = −aji, a, b > 0. If |I| = 2,
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then A = AJ is of finite or affine type; otherwise, AJ is of finite type
by Lemma 3.1.6. So there exists some u ∈ RJ such that u > 0 and
AJu > 0; we can assume that u has components 1 and c > 1. Now

0 6 AJu =
(

2 −a
−b 2

)(
1
c

)
=
(

2− ac
−b+ 2c

)
,

and so b/2 6 c 6 2/a. Hence, we have ab 6 4, as desired. Finally, if
|I| > 3, then AJ is of finite type (as already noted) and so det(AJ) 6= 0
by Corollary 3.1.3(a). This implies that ab 6= 4, as claimed. �

ab hier Woche 9

Table 4. Dynkin diagrams of finite type

E7 t1 t3 t4t2

t5 t6 t7 E8 t1 t3 t4t2

t5 t6 t7 t8
G2 u1 > u2 F4 t1 t2 > t3 t4 E6 t1 t3 t4t2

t5 t6
Dn
n>3

t1
@
@@t2�
��
t3 t4 p p p tn Cn

n>2
t1 > t2 t3 p p p tn

An
n>1

t1 t2 t3 p p p tn Bn
n>2

t1 < t2 t3 p p p tn

(The numbers attached to the vertices define a standard labelling of the graph.)

Definition 3.1.8. Let A = (aij)i,j∈I be an indecomposable gener-
alised Cartan matrix of finite or affine type. Then we encode A in a
diagram, called Dynkin diagram and denoted by Γ(A), as follows.

The vertices of Γ(A) are in bijection to I. Now let i, j ∈ I, i 6= j.
If aij = aji = 0, then there is no edge between the vertices labelled
by i and j. Now assume that aij 6= 0. By Lemma 3.1.7, we have
1 6 aijaji 6 4. If aij = aji = −2, then the vertices labelled by i, j
will be joined by a double edge. Otherwise, 1 6 aijaji 6 4 and we can
choose the notation such that aij = −1; let m := −aji ∈ {1, 2, 3, 4}.
Then the vertices labelled by i, j will be joined by m edges; if m > 2,
then we put an additional arrow pointing towards j.
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Table 5. Dynkin diagrams of affine type

Ẽ6 t1 t2 t3t2d1

t2 t1
Ẽ8 t2 t4 t6t3

t5 t4 t3 t2 d1
F̃4 d1 t2 t3 > t4 t2 Ẽ7 d1 t2 t3 t2

t4 t3 t2 t1
G̃2 d1 t2 > t3B̃n

n>3
t2 < t2 t2 p p p t2��

@@

d
t
1

1

D̃n
n>4

t1
@@t

1
��

t2 t2 p p p t2��
@@

d
t
1

1

C̃n
n>2

t1 > t2 t2 p p p t2 < d1Ãn
n>2

t1 t1 t1 p p p t1HH
HHH d

��
���

1

Ã1 t1 d1

A
(2)
2n

n>2
d2 < t2 t2 p p p t2 < t1

D
(2)
n+1
n>2

d1 < t1 t1 p p p t1 > t1 E
(2)
6 d1 t2 t<3 t2 t1

D
(3)
4 d1 t2 < 1t

A
(2)
2 e2 < 1u

A
(2)
2n−1
n>3

d1
@@t1 �
�

t2 t2 p p p t2 < t1

(Each diagram denoted X̃n has n+ 1 vertices; A(2)
2n , A(2)

2n−1, D(2)
n+1 have n+ 1 vertices;

the numbers attached to the vertices define a vector u = (ui)i∈I such that Au = 0.)

Note that A and Γ(A) determine each other completely; the fact
that A is indecomposable means that Γ(A) is connected. Examples:

If A =
(

2 −2
−2 2

)
, then Γ(A) is the graph Ã1 in Table 5.

If A =
(

2 −4
−1 2

)
, then Γ(A) is the graph Ã

(2)
2 in Table 5.
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If A corresponds to the Lie algebra sln(C) (n > 2), then Γ(A) is
the graph An−1 in Table 4; see Example 2.2.7. If A corresponds to a
classical Lie algebra gon(Qn,C), then Table 2 (p. 76) shows that

Γ(A) is the graph


Dm if Qtr

n = Qn and n = 2m > 6,
Bm if Qtr

n = Qn and n = 2m+ 1 > 5,
Cm if Qtr

n = −Qn and n = 2m > 4.

(In accordance with Exercise 1.6.4, we may identify B1 = C1 = A1.)

Lemma 3.1.9. The graphs in Table 4 correspond to indecomposable
generalised Cartan matrices of finite type; those in Table 5 to inde-
composable generalised Cartan matrices of affine type.

Proof. Let Γ be one of the diagrams in Table 5. Let |I| = n+ 1 and
write I = {0, 1, . . . , n} where 1, . . . , n correspond to the vertices “•”
and 0 corresponds to the vertex “◦”. Using the conditions in Defi-
nition 3.1.8, we obtain an indecomposable generalised Cartan matrix
A such that Γ = Γ(A). Let u = (ui)i∈I be the vector defined by the
numbers attached to the vertices in Table 5. One checks in each case
that u > 0, Au = 0 and so A is of affine type by Corollary 3.1.3(b).
For example, the graph D

(3)
4 leads to:

A =

( 2 −1 0
−1 2 −3

0 −1 2

)
, u =

( 1
2
1

)
, Au =

( 0
0
0

)
.

Finally, all graphs in Table 4 are obtained as Γ(AJ) where J = I\{0}.
Now Lemma 3.1.6 shows, without any further calculations, that AJ
is of finite type. �

Lemma 3.1.10. Let A = (aij)i,j∈I and A′ = (a′ij)i,j∈I be indecom-
posable generalised Cartan matrices such that A 6= A′ and aij 6 a′ij
for all i, j ∈ I. If A is of finite or affine type, then A′ is of finite type.

Proof. Let A be of finite or affine type. There exists some u ∈ RI
such that u > 0 and Au > 0. Let i ∈ I. Then

(A′u)i =
∑
j∈I

a′ijuj = 2ui +
∑

j∈I,j 6=i

a′ijuj

> 2ui +
∑

j∈I,j 6=i

aijuj =
∑
j∈I

aijuj = (Au)i > 0.
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So A′u > 0 and A′ is of finite or affine type, by Corollary 3.1.3. Since
A 6= A′, there exist i, j ∈ I such that aij < a′ij . Then i 6= j and so the
above computation shows that (A′u)i > (Au)i > 0. Hence, A′u 6= 0
and so A′ is of finite type (again, by Corollary 3.1.3). �

Lemma 3.1.11. Let A = (aij)i,j∈I be an indecomposable generalised
Cartan matrix of finite or affine type. Assume that there is a cycle in
Γ(A), that is, there exist indices i1, i2, . . . , ir in I (r > 3) such that

(	) ai1i2ai2i3 · · · air−1irairi1 6= 0 and i1, i2, . . . , ir are distinct.

Then A is of affine type, |I| = r and Γ(A) = Ãr−1 in Table 5.

Proof. Let J := {i1, . . . , ir}. By (	) and Remark 2.4.8, the subma-
trix AJ is indecomposable. Define A′J = (a′ij)i,j∈J by

a′i1i2 = a′i2i3 = . . . = a′ir−1ir = a′iri1 = −1, a′jj = 2

and a′jj′ = 0 for all other j 6= j′ in J . Then Γ(A′J) is the graph Ãr−1
and so A′J is of affine type (see Lemma 3.1.9). Furthermore, by (	),
we have aij 6 a′ij for all i, j ∈ J . So, if A is of finite type, or of
affine type with |I| > r, then AJ is of finite type (by Lemma 3.1.6)
and, hence, also A′J (by Lemma 3.1.10), contradiction. So |I| = r and
A = AJ . If AJ 6= A′J , then Lemma 3.1.10 implies that A′J is of finite
type, contradiction. �

Theorem 3.1.12. The Dynkin diagrams of indecomposable gener-
alised Cartan matrices of finite type are precisely those in Table 4.

Proof. By Lemma 3.1.9, we already know that all diagrams in Ta-
ble 4 satisfy this condition. Conversely, let A = (aij)i,j∈I be an
arbitrary indecomposable generalised Cartan matrix of finite type.
We must show that the corresponding diagram Γ(A) appears in Ta-
ble 4. If |I| = 1, then A = (2) and Γ(A) = A1. Now let |I| > 2.
By Lemma 3.1.7, there are only single, double or triple edges in Γ(A)
(and an arrow is attached to a double or triple edge). Hence, if |I| = 2,
then Γ(A) is one of the graphs A2, B2, C2 or G2.

Now assume that |I| > 3. By using Lemmas 3.1.6 and 3.1.10, one
obtains further restrictions on Γ(A) which eventually lead to the list
of graphs in Table 4. We give full details for one example.
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Claim: Γ(A) does not have a triple edge. This is seen as follows.
Assume, if possible, that there are i 6= j in I which are connected
by a triple edge. Since |I| > 3 and A is indecomposable, there is a
further k ∈ I connected to i or j; we choose the notation such that k
is connected to i. By Lemma 3.1.11, there are no cyles in Γ(A) and
so there is no edge between j, k. Let J := {k, i, j} and consider the
submatrix AJ . We have

AJ =

( 2 −a 0
−b 2 −c

0 −d 2

)
where a, b, c, d > 0 and cd = 3.

Then AJ must also be of finite type; see Lemma 3.1.6. Let

A′J =

( 2 −1 0
−1 2 −c

0 −d 2

)
.

Then A′J is still of finite type by Lemma 3.1.10. But Γ(A′J) is the
graph G̃2 or the graph D

(3)
4 , contradiction to Lemma 3.1.9.

By similar arguments one shows that, if Γ(A) has a double edge,
then there is only one double edge and no branch point (that is, a
vertex connected to at least three other vertices). Hence, Γ(A) must
be one of the graphs Bn, Cn or F4. Finally, if Γ(A) has only single
edges, then one shows that there is at most one branch point, and the
remaining possibilities are An, Dn, E6, E7 and E8. �

Remark 3.1.13. By similar arguments, one can also show that the
Dynkin diagrams of indecomposable generalised Cartan matrices of
affine type are precisely those in Table 5; see Kac [21, Chap. 4].

Exercise 3.1.14. Let A be an indecomposable generalised Cartan
matrix of type (FIN). Then det(A) 6= 0 and we can form A−1. Use
condition (FIN) to show that all entries of A−1 are strictly positive
rational numbers. Work out some examples explicitly.

3.2. Finite root systems

Consider an arbitrary generalised Cartan matrixA = (aij)i,j∈I , where
I is a non-empty finite index set. Let E be an R-vector space with
a basis ∆ = {αi | i ∈ I}. For each i ∈ I, we define a linear map
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si : E → E by the formula

si(αj) := αj − aijαi for j ∈ I (cf. Remark 2.3.7).

Since aii = 2, we have si(αi) = −αi. Furthermore, we compute
s2
i (αj) = si

(
αj − aijαi

)
= si(αj) + aijαi = αj for all j ∈ I. Hence,

we have s2
i = idE and so si ∈ GL(E). The subgroup

W = W (A) := 〈si | i ∈ I〉 ⊆ GL(E)

is called the Weyl group associated with A. In analogy to Theo-
rem 2.3.6(a), the corresponding abstract root system is defined by

Φ = Φ(A) := {w(αi) | w ∈W, i ∈ I};

the roots {αi | i ∈ I} are also called simple roots. Clearly, if W is
finite, then so is Φ. Conversely, assume that Φ is finite. By definition,
it is clear that w(α) ∈ Φ for all w ∈ W and α ∈ Φ. So there is an
action of W on Φ. By exactly the same argument as in Remark 2.3.2,
it follows that W is finite. Hence, we have:

|W (A)| <∞ ⇔ |Φ(A)| <∞.

In Example 2.3.10, we have computed W (A) and Φ(A) for the matrix
A with Dynkin diagram G2 in Table 4; in this case, |W (A)| = 12 <∞.
In Exercise 2.3.11, there are two examples where |W (A)| =∞. (The
first of those matrices has affine type with Dynkin diagram Ã2 in
Table 5; the second matrix is of indefinite type.)

Remark 3.2.1. Assume that A is decomposable. So there is a par-
tition I = I1 t I2 such that A has a block diagonal shape

A =
(
A1 0
0 A2

)
where A1 has rows and columns labelled by I1, and A2 has rows and
columns labelled by I2. Then consider E = E1 ⊕ E2, where

E1 := 〈αi | i ∈ I1〉R and E2 := 〈αi | i ∈ I2〉R.

By the same argument as in Lemma 2.4.9, we have Φ = Φ1tΦ2 where
Φ1 := Φ ∩ E1 and Φ2 := Φ ∩ E2. Furthermore, as in Exercise 2.4.10,
one sees that W = W1 ·W2 and W1 ∩W2 = {1}, where

W1 := 〈si | i ∈ I1〉 ⊆W and W2 := 〈si | i ∈ I2〉 ⊆W.
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Finally, using (a) and (b) in the proof of Lemma 2.4.9, one shows that
W1 ∼= W (A1) and W2 ∼= W (A2). Hence, we obtain the equivalence:

|W (A)| <∞ ⇔ |W (A1)| <∞ and |W (A2)| <∞.

Thus, in order to characterise those A for which W (A) is finite, we
may assume without loss of generality that A is indecomposable.

Remark 3.2.2. Assume that |W (A)| <∞. Then we can construct a
W (A)-invariant scalar product 〈 , 〉 : E×E → R by the same method
as in Section 2.3. (In the sequel, it will not be important how exactly
〈 , 〉 is defined; it just needs to be symmetric, positive-definite and
W (A)-invariant.) This yields the formula

aij = 2 〈αi, αj〉
〈αi, αi〉

for all i, j ∈ I;

see the argument in Remark 2.3.3. Consequently, we have

si(v) = v − 2〈α∨i , v〉αi for all v ∈ E.

Here, we write α∨ := 2α/〈α, α〉 ∈ E for any α ∈ Φ(A).

Lemma 3.2.3. Assume that A is indecomposable and |W (A)| <∞.
Then A is of type (FIN).

Proof. Let X be the set of all α ∈ Φ such that α can be written as
a Z-linear combination of ∆, where all coefficients are > 0. Then X

is non-empty; for example, ∆ ⊆ X. Let α0 ∈ X be such that the
sum of the coefficients is as large as possible. Write α0 =

∑
j∈I njαj

where nj > 0 for all j ∈ I. If m := 〈α∨i , α0〉 < 0 for some i ∈ I, then

si(α0) = α0 − 〈α∨i , α0〉αi =
(
ni −m︸ ︷︷ ︸
>ni

)
αi +

∑
j∈I
j 6=i

njαj ∈ Φ,

where all coefficients are still non-negative but the sum of the co-
efficients is strictly larger than that of α0, contradiction. So we
must have 〈α∨i , α0〉 > 0 for all i ∈ I. But this means

∑
j∈I aijnj =∑

j∈I nj〈α∨i , αj〉 > 0. So, if u := (nj)j∈J ∈ RJ , then u > 0, u 6= 0,
and Au > 0. Since det(A) 6= 0, we also have Au 6= 0. So A is of type
(FIN) by Corollary 3.1.3(a). �
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Table 6. Positive roots for exceptional types F4, E6, E7, E8

Type F4, |Φ+| = 24: 1000 0100 0010 0001 1100 0110
0011 1110 0120 0111 1120 1111 0121 1220 1121
0122 1221 1122 1231 1222 1232 1242 1342 2342
Type E6, |Φ+| = 36: 100000 010000 001000 000100
000010 000001 101000 010100 001100 000110 000011 101100
011100 010110 001110 000111 111100 101110 011110 010111
001111 111110 101111 011210 011111 111210 111111 011211
112210 111211 011221 112211 111221 112221 112321 122321
Type E7, |Φ+| = 63:
1000000 0100000 0010000 0001000 0000100 0000010 0000001
1010000 0101000 0011000 0001100 0000110 0000011 1011000
0111000 0101100 0011100 0001110 0000111 1111000 1011100
0111100 0101110 0011110 0001111 1111100 1011110 0112100
0111110 0101111 0011111 1112100 1111110 1011111 0112110
0111111 1122100 1112110 1111111 0112210 0112111 1122110
1112210 1112111 0112211 1122210 1122111 1112211 0112221
1123210 1122211 1112221 1223210 1123211 1122221 1223211
1123221 1223221 1123321 1223321 1224321 1234321 2234321
Type E8, |Φ+| = 120:
10000000 01000000 00100000 00010000 00001000 00000100
00000010 00000001 10100000 01010000 00110000 00011000
00001100 00000110 00000011 10110000 01110000 01011000
00111000 00011100 00001110 00000111 11110000 10111000
01111000 01011100 00111100 00011110 00001111 11111000
10111100 01121000 01111100 01011110 00111110 00011111
11121000 11111100 10111110 01121100 01111110 01011111
00111111 11221000 11121100 11111110 10111111 01122100
01121110 01111111 11221100 11122100 11121110 11111111
01122110 01121111 11222100 11221110 11122110 11121111
01122210 01122111 11232100 11222110 11221111 11122210
11122111 01122211 12232100 11232110 11222210 11222111
11122211 01122221 12232110 11232210 11232111 11222211
11122221 12232210 12232111 11233210 11232211 11222221
12233210 12232211 11233211 11232221 12243210 12233211
12232221 11233221 12343210 12243211 12233221 11233321
22343210 12343211 12243221 12233321 22343211 12343221
12243321 22343221 12343321 12244321 22343321 12344321
22344321 12354321 22354321 13354321 23354321 22454321
23454321 23464321 23465321 23465421 23465431 23465432
For example, 2342 stands for 2α1+3α2+4α3+2α4, I = {1, 2, 3, 4}.
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Proposition 3.2.4. Assume that A is indecomposable and of type
(FIN). Then |W (A)| <∞ and |Φ(A)| <∞. Furthermore, (Φ(A),∆)
is a based root system, that is, every α ∈ Φ(A) can be written as a
Z-linear combination of ∆ = {αi | i ∈ I}, where the coefficients are
either all > 0 or all 6 0 (as in condition (CK2) of Definition 2.2.1).
Finally, Φ(A) is reduced, that is, Φ(A)∩Rα = {±α} for all α ∈ Φ(A).

Proof. We use the classification in Section 3.1 and go through the
list of Dynkin diagrams in Table 4. If A has a diagram of type An,
Bn, Cn or Dn, then Φ(A) has been explicitly described in Chapter 2;
the desired properties hold by Example 2.2.7 and Corollary 2.5.6.

Now assume that A has a diagram of type G2, F4, E6, E7, or E8.
Then we take a “computer algebra approach”, based on our Python
programs in Table 1 (p. 61). We apply the program rootsystem
to A; the program actually terminates and outputs a finite list of
tuples C +(A) ⊆ NI0. For example, for type G2, we obtain:

{(1, 0), (0, 1), (1, 1), (1, 2), (1, 3), (2, 3)} (see also Example 2.3.10).

For the types F4, E6, E7, E8, these vectors are explicitly listed in
Table 6. Now we set Φ := Φ+ ∪ (−Φ+), where

Φ+ :=
{
α :=

∑
i∈I

niαi
∣∣ (ni)i∈I ∈ C +(A)

}
⊆ E.

By construction, it is clear that Φ+ ⊆ Φ(A). Since si(αi) = −αi for
i ∈ I, it also follows that −Φ+ ⊆ Φ(A). Now we apply our program
refl to all tuples in C +(A) ∪ (−C +(A)). By inspection, we find
that C +(A) ∪ (−C +(A)) remains invariant under these operations.
In other words, we have si(Φ) ⊆ Φ for all i ∈ I (recall that refl
corresponds to applying si to an element of E). Since ∆ ⊆ Φ, we
conclude that Φ(A) ⊆ Φ and, hence, that Φ(A) = Φ; in particular,
|Φ(A)| <∞. The fact that (Φ(A),∆) is a based root system is clear
because all tuples in C +(A) have non-negative entries. The fact that
Φ(A) is reduced is seen by inspection of Table 6. �

Further properties of the root system of type E8 can be found at
https://en.wikipedia.org/wiki/E8 lattice.

Remark 3.2.5. Of course, one can avoid the classification and the
use of computer algebra methods in order to obtain the above result.
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The finiteness of W (A) follows from a topological argument, based
on the fact that W (A) is a discrete, bounded subset of GL(E); see,
e.g., [4, Ch. V, §4. no. 8]. The fact that (Φ(A),∆) is based requires
a more elaborate argument.

Let us fix an indecomposable generalised Cartan matrix A =
(aij)i,j∈I of finite type; let W = W (A) and Φ = Φ(A). We now turn
to the discussion of some specific properties of W and Φ, which can be
derived from the classification in Section 3.1. Let us fix a W -invariant
scalar product 〈 , 〉 : E × E → R as in Remark 3.2.2. For α ∈ Φ, the
number

√
〈α, α〉 ∈ R>0 will be called the length of α. As before, we

write α∨ := 2α/〈α, α〉 ∈ E for any α ∈ Φ.

Remark 3.2.6. First we note that the arrows in the Dynkin dia-
grams in Table 4 indicate the relative length of the roots αi (i ∈ I).
More precisely, let i 6= j in I be joined by a possibly multiple edge;
then aij < 0 and aji < 0. We choose the notation such that aij =
〈α∨i , αj〉 = −1 and aji = 〈α∨j , αi〉 = −r, where r > 1. Then

2 〈αi, αj〉
〈αj , αj〉

= aji = −r = aijr = 2 〈αi, αj〉
〈αi, αi〉

r

and so 〈αi, αi〉 = r〈αj , αj〉. Now set m := min{〈αi, αi〉 | i ∈ I} and
e := max{−aij | i, j ∈ I, i 6= j, aij 6= 0}. By inspection of Table 4, we
conclude that we are in one of the following two cases.

(a) e = 1 (the simply-laced case). This is the case for A of type
An, Dn, E6, E7, E8. Then 〈αi, αi〉 = m for all i ∈ I.

(b) e ∈ {2, 3}. This is the case for A of type Bn, Cn, F4 (e = 2)
or G2 (e = 3). Then 〈αi, αi〉 ∈ {m, em} for all i ∈ I.

Now consider any α ∈ Φ. By definition, we can write α = w(αi)
where i ∈ I and w ∈ W . So 〈α, α〉 = 〈w(αi), w(αi)〉 = 〈αi, αi〉, by
the W -invariance of 〈 , 〉. Hence, we conclude that

(c) 〈α, α〉 ∈ {m, em} for all α ∈ Φ.

Thus, in case (a), all roots in Φ have the same length; in case (b),
there are precisely two root lengths in Φ and so we may speak of short
roots and long roots. In case (a), we declare all roots to be long roots.
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Lemma 3.2.7. Assume that A is indecomposable. Let e > 1 be as in
Remark 3.2.6. Then 〈α∨, β〉 ∈ {0,±1,±e} for all α, β ∈ Φ, β 6= ±α.

Proof. Let α, β ∈ Φ. We can write α = w(αi) for some w ∈ W and
i ∈ I. Setting β′ := w−1(β) ∈ Φ, we obtain

〈α∨, β〉 = 2 〈α, β〉
〈α, α〉

= 2 〈w(αi), w(β′)〉
〈w(αi), w(αi)〉

= 2 〈αi, β
′〉

〈αi, αi〉
= 〈α∨i , β′〉,

where we used the W -invariance property of 〈 , 〉. Writing β =∑
j∈I njαj with nj ∈ Z, the right hand side evaluates to

∑
j∈I njaij ∈

Z. Thus, 〈α∨, β〉 ∈ Z for all α, β ∈ Φ. Now let β 6= ±α. Assume that
|〈α∨, β〉| > 2. Using the Cauchy–Schwartz inequality as in Section 2.6
(see (♠2), p. 84), we conclude that 〈α, β∨〉 = ±1 and so

〈α∨, β〉 = 2 〈α, β〉
〈α, α〉

= 2 〈α, β〉
〈β, β〉

〈β, β〉
〈α, α〉

= 〈β, β〉
〈α, α〉

〈α, β∨〉 = ±〈β, β〉
〈α, α〉

.

The left hand side is an integer and the right side equals ±e or ±e−1;
see Remark 3.2.6(c). Hence, we must have 〈α∨, β〉 = ±e. �

Exercise 3.2.8. Assume that A is indecomposable and Φ is simply-
laced. Let α, β ∈ Φ be such that β 6= ±α. By Lemma 3.2.7, we have
〈α∨, β〉 ∈ {0,±1}. Then show the following implications:

〈α∨, β〉 = 0 ⇒ β − α 6∈ Φ and β + α 6∈ Φ,
〈α∨, β〉 = +1 ⇒ β − α ∈ Φ, β − 2α 6∈ Φ and β + α 6∈ Φ,
〈α∨, β〉 = −1 ⇒ β + α ∈ Φ, β + 2α 6∈ Φ and β − α 6∈ Φ.

Show that, if α ∈ Φ is written as α =
∑
i∈I niαi with ni ∈ Z, then

α∨ =
∑
i∈I niα

∨
i (see also Lemma 2.6.3).

Remark 3.2.9. In Section 2.5, we have given an explicit description
of the Weyl group W (A) for A of type An. (Similar descriptions exist
also for type Bn, Cn, Dn.) Now assume that A is of type G2, F4,
E6, E7 or E8. For G2, the computation in Example 2.3.10 shows that
W (A) is a dihedral group of order 12. For the remaining types, we use
again a “computer algebra approach” to determine the order |W (A)|.
Let us write Φ+ = {α1, . . . , αN}, where the roots are ordered in the
same way as in Table 6. Then

Φ = Φ+ ∪ (−Φ+) = {α1, . . . , αN , αN+1, . . . , α2N} ⊆ E,



3.3. A glimpse of Kac–Moody theory 115

where αN+l = −αl for 1 6 l 6 N . As discussed above, we can iden-
tify W (A) with a subgroup of the symmetric group S2N ∼= Sym(Φ).
The permutation σi ∈ S2n corresponding to si ∈ W (A) is obtained
by applying si to a root αl and identifying l′ ∈ {1, . . . , 2N} such
that si(αl) = αl′ ; then σi(l) = l′. Now, a computer algebra system
like GAP [12] contains built-in algorithms to work with permutation
groups; in particular, there are efficient algorithms to determine the
order of such a group. In this way, we find the numbers in Table 7.

Table 7. Highest roots and |W (A)| (labelling as in Table 4, p. 104)

Type Highest root α0 |W (A)|
An (n>1) α1 + α2 + . . .+ αn (n+1)!
Bn (n>2) 2(α1 + α2 + . . .+ αn−1) + αn 2nn!
Cn (n>2) α1 + 2(α2 + . . .+ αn−1 + αn) 2nn!
Dn (n>3) α1 + α2 + 2(α3 + . . .+ αn−1) + αn 2n−1n!
G2 2α1 + 3α2 12
F4 2α1 + 3α2 + 4α3 + 2α4 1152
E6 α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6 51840
E7 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7 2903040
E8 2α1 + 3α2 + 4α3 + 6α4 + 5α5 + 4α6 + 3α7 + 2α8 696729600

Remark 3.2.10. As in Remark 2.3.5, we can define a linear map
ht: E → R such that ht(αi) = 1 for all i ∈ I. If α ∈ Φ and α =∑
i∈I niαi with ni ∈ Z, then ht(α) =

∑
i∈I ni ∈ Z is called the

height of α. Assuming that A is indecomposable, there is a unique
root α0 ∈ Φ such that ht(α0) takes its maximum value; this root
α0 is called the highest root of Φ. One can prove this by a general
argument (see, e.g., [18, §10.4], or Proposition 2.4.17), but here we
can simply extract this from our knowledge of all root systems, using
Example 2.2.7 (An), Remark 2.5.5 (Bn, Cn, Dn), Example 2.3.10 (G2)
and Table 6 (F4, E6, E7, E8). See Table 7 for explicit expressions of
α0 in terms of ∆.

3.3. A glimpse of Kac–Moody theory
ab hier Woche 10

Let I be a finite, non-empty index set and A = (aij)i,j∈I ∈ MI(C)
be arbitrary with entries in C. We would like to study Lie algebras
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for which A plays the role as a “structure matrix”. In order to find
out how this could possibly work, let us first return to the case where
A is the true structure matrix of a Lie algebra L of Cartan–Killing
type with respect to an abelian subalgebra H ⊆ L and a subset
∆ = {αi | i ∈ I}, as in Section 2.2. Then we have

L = 〈ei, hi, fi | i ∈ I〉alg(Ch0)

for a suitable collection of elements {ei, hi, fi | i ∈ I} ⊆ L such that
the following “Chevalley relations” hold:

[ei, fi] = hi and [ei, fj ] = 0 for i, j ∈ I such that i 6= j,(Ch1)
[hi, hj ] = 0, [hi, ej ] = aijej , [hi, fj ] = −aijfj for i, j ∈ I.(Ch2)

Indeed, let 0 6= hi ∈ H (i ∈ I) as in Proposition 2.2.5. Then we have
H = 〈hi | i ∈ I〉C; furthermore, hi = [ei, fi] for suitable ei ∈ Lαi
and fi ∈ L−αi . Since H is abelian, [hi, hj ] = 0 for all i, j ∈ I.
By Proposition 2.4.6, (Ch0) holds. By the definition of A, we have
[hi, ej ] = αj(hi)ej = aijej and [hi, fj ] = −αj(hi) = −ajifj for all
i, j ∈ I. Finally, if i 6= j, then [ei, fj ] ∈ [Lαi , L−αj ] ⊆ Lαi−αj = {0},
where the last two relations hold by Proposition 2.1.6 and condition
(CK2) in Definition 2.2.1. Thus, [ei, fj ] = 0 for i 6= j. So, indeed,
(Ch0), (Ch1), (Ch2) hold for L.

Now we notice that (Ch0), (Ch1), (Ch2) only refer to the col-
lection of elements {ei, hi, fi | i ∈ I} ⊆ L and the entries of A, but
not to any further structural properties of L (e.g., finite dimension or
H-diagonalisability). Presenting things in this way, it seems obvious
how to proceed: given any A ∈ MI(C), we try to consider a Lie al-
gebra L for which there exist elements {ei, hi, fi | i ∈ I} such that
(Ch0), (Ch1), (Ch2) hold. Two basic questions present themselves:

• Does L exist at all?
• If yes, then does L have interesting structural properties?

As Kac and Moody (independently) discovered in the 1960s, both
questions have affirmative answers, and this has led to a new area
of research with many interesting applications and connections, for
example, to mathematical physics, especially when A is a generalised
Cartan matrix of type (AFF); see the monographs [21], [25]. What
we will do in this section is the following:
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• exhibit the ingredients of a “triangular decomposition” in
any Lie algebra L satisfying (Ch0), (Ch1), (Ch2);

• apply these ideas to prove the Existence Theorem 3.3.10.

So let us assume now that we are given any A ∈ MI(C) and a Lie
algebra L, together with elements {ei, hi, fi | i ∈ I} such that the
conditions (Ch0), (Ch1), (Ch2) hold. In order to avoid the discussion
of trivial cases, we assume throughout that

ej 6= 0 or fj 6= 0 for each j ∈ I.

(Note that, if ej = fj = 0 for some j, then also hj = 0 by (Ch1) and
ej , hj , fj can simply be omitted from the collection {ei, hi, fi | i ∈ I}.)

Lemma 3.3.1. In the above setting, let H := 〈hi | i ∈ I〉C ⊆ L. Then
H is abelian and there is a well-defined collection of linear maps

∆ := {αj | j ∈ I} ⊆ H∗, where αj(hi) = aij for all i, j ∈ I.

The set ∆ ⊆ H∗ is linearly independent if and only if det(A) 6= 0.

Proof. By (Ch2), H is an abelian subalgebra of L. Next we want
to define αj ∈ H∗ for j ∈ I. Let h ∈ H and write h =

∑
i∈I xihi

where xi ∈ C. Then set αj(h) :=
∑
i∈I xiaij . We must show that

this is well-defined. So assume that we also have h =
∑
i∈I yihi where

yi ∈ C. Then
∑
i∈I(xi − yi)hi = 0; using (Ch2), we obtain:

0 =
∑
i∈I

(xi − yi)[hi, ej ] =
(∑
i∈I

(xi − yi)aij
)
ej .

If ej 6= 0, then this implies that
∑
i∈I xiaij =

∑
i∈I yiaij , as desired.

If fj 6= 0, then an analogous argument using the relation [hi, fj ] =
−aijfj yields the same conclusion. Thus, we obtain a well-defined
subset ∆ = {αj | j ∈ I} ⊆ H∗ as above. Now let xj ∈ C (j ∈ I) be
such that

∑
j∈I xjαj = 0. Then

0 =
∑
j∈I

xjαj(hi) =
∑
j∈I

aijxj for all i ∈ I.

If det(A) 6= 0, then this implies xj = 0 for all j and so ∆ is linearly
independent. Conversely, if det(A) = 0, then there exist xj ∈ C
(j ∈ I), not all equal to zero, such that

∑
i∈I aijxj = 0 for all i ∈ I.

Then we also have
∑
j∈I xjαj = 0 and so ∆ is linearly dependent. �
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Example 3.3.2. Let R = C[T, T−1] be the ring of Laurent polyno-
mials over C with indeterminate T . We consider the Lie algebra

L =
{(

a b
c −a

) ∣∣ a, b, c ∈ R} (
= sl2(R)

)
,

with the usual Lie bracket for matrices. A vector space basis of L is
given by {T ke1, T

lh1, T
mf1 | k, l,m ∈ Z}, where we set as usual:

e1 :=
(

0 1
0 0

)
, h1 :=

(
1 0
0 −1

)
, f1 :=

(
0 0
1 0

)
,

with relations [e1, f1] = h1, [h1, e1] = 2e1, [h1, f1] = −2f1. Now set

e2 := Tf1, h2 := −h1, f2 := T−1e1.

Then you will see in the exercises that the Chevalley relations (Ch0),
(Ch1), (Ch2) hold with respect to the matrix

A =
(

2 −2
−2 2

)
(affine type Ã1 in Table 5).

Returning to the general setting, let H ⊆ L be as in Lemma 3.3.1.
Then dimH <∞ but we have no information at all about dimL. We
can still adopt a large portion of the definitions and results concerning
weights and weight spaces from Section 2.1. For any λ ∈ H∗, we set

Lλ := {x ∈ L | [h, x] = λ(h)x for all h ∈ H};

this is a subspace of L. If Lλ 6= {0}, then λ is called a weight and Lλ
the corresponding weight space. Since H is abelian, we have H ⊆ L0,
where 0 ∈ H∗ is the 0-map. The same argument as in Proposi-
tion 2.1.6 shows that [Lλ, Lµ] ⊆ Lλ+µ for all λ, µ ∈ H∗. Let us set

Q>0 :=
{
λ ∈ H∗ | λ =

∑
i∈I niαi where ni ∈ Z>0 for all i

}
,

Q60 :=
{
λ ∈ H∗ | λ =

∑
i∈I niαi where ni ∈ Z60 for all i

}
.

In the following discussion, some care is needed because ∆ may be
linearly dependent, and so it might happen that Q>0 ∩Q60 6= {0}.

Lemma 3.3.3. In the above setting, we have

N+ := 〈ei | i ∈ I〉alg ⊆
∑
λ∈Q>0

Lλ,

N− := 〈fi | i ∈ I〉alg ⊆
∑
λ∈Q60

Lλ.

In particular, we have [H,N+] ⊆ N+ and [H,N−] ⊆ N−.
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Proof. Recall from Section 1.1 that N+ = 〈Xn | n > 1〉C, where Xn

consists of all Lie monomials in {ei | i ∈ I} of level n. By (Ch2)
and the definition of αi, we have ei ∈ Lαi for all i ∈ I. Hence,
exactly as in Lemma 2.1.7, one sees that Xn ⊆

⋃
λ Lλ, where the

union runs over all λ ∈ Q>0 that can be expressed as λ =
∑
i∈I niαi

with
∑
i∈I ni = n > 1. This yields that

N+ ⊆
∑

λ∈Q>0

Lλ and [H,N+] ⊆ N+.

The argument for N− is completely analogous, starting with the fact
that fi ∈ L−αi for all i ∈ I. �

Lemma 3.3.4. We have L = N+ +H +N−.

Proof. The crucial property to show is that [fj , N+] ⊆ N+ +H for
all j ∈ I. This is done as follows. As in the above proof, N+ is
spanned by Lie monomials in {ei | i ∈ I}. So it is sufficient to show
that [fj , x] ∈ N+ +H, where x ∈ N+ is a Lie monomial of level, say
n > 1. We proceed by induction on n. If n = 1, then x = ei for
some i and so [fj , x] = −[ei, fj ] is either zero or equal to hi ∈ H. So
the assertion holds in this case. Now let n > 2. Then x = [y, z] where
y, z ∈ N+ are Lie monomials of level k and n− k, respectively; here,
1 6 k 6 n− 1. Using the Jacobi identity, we obtain

[fj , x] = [fj , [y, z]] = −[y, [z, fj ]]− [z, [fj , y]] = [y, [fj , z]] + [[fj , y], z].

By induction, we can write [fj , z] = z′+h, where z′ ∈ N+ and h ∈ H.
This yields [y, [fj , z]] = [y, z′] + [y, h] = [y, z′] − [h, y] ∈ N+ + H.
(We have [y, z′] ∈ N+ by the definition of N+, and [h, y] ∈ N+ by
Lemma 3.3.3.) Similarly, one sees that [[fj , y], z] ∈ N+ +H.

Thus, we have shown that [fj , N+] ⊆ N+ + H for all j ∈ I. By
an analogous argument, one also shows that [ej , N−] ⊆ N− + H for
all j ∈ I. Furthermore, [ej , H] ⊆ N+ and [fj , H] ⊆ N− for all j ∈ I.
Hence, setting V := N+ +H +N− ⊆ L, we conclude that

[ej , V ] ⊆ V and [fj , V ] ⊆ V for all j ∈ I.

By Lemma 3.3.3, we also have [hj , V ] ⊆ V . By (Ch0), we have L =
〈ej , hj , fj | j ∈ I〉alg and so Exercise 1.1.8(a) implies that [L, V ] ⊆ V .
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In particular, V is a subalgebra. Since V contains all generators of
L, we must have L = V . �

Exercise 3.3.5. In the setting of Example 3.3.2, we certainly have
H = 〈h1, h2〉C = 〈h1〉C. Explicitly determine the subalgebrasN+ ⊆ L
and N− ⊆ L. Show that L = N+ ⊕H ⊕N−.

Lemma 3.3.6. If det(A) 6= 0, then the sum in Lemma 3.3.4 is direct;
furthermore, H = L0, N+ =

∑
λ∈Q>0

Lλ and N− =
∑
λ∈Q60

Lλ.

Proof. By Lemma 3.3.1, the assumption that det(A) 6= 0 implies
that ∆ = {αi | i ∈ I} ⊆ H∗ is linearly independent. This has the
following consequence. In the proof of Lemma 3.3.3, we have seen
that N+ ⊆

∑
λ Lλ, where the sum runs over all λ ∈ Q>0 that can be

expressed as λ =
∑
i∈I niαi with

∑
i∈I ni > 1; in particular, ni > 0

for at least some i, and so λ 6= 0. This shows that

N+ ⊆
∑
λ∈Q+

Lλ where Q+ := {λ ∈ Q>0 | λ 6= 0}.

Similary, we have N− ⊆
∑
λ∈Q− Lλ, where Q− := {λ ∈ Q60 | λ 6= 0}.

Combined with Lemma 3.3.4, we obtain:

L = N+ +H +N− ⊆
( ∑
λ∈Q+

Lλ
)

+ L0 +
( ∑
µ∈Q−

Lµ
)
.

So it is sufficient to show that the sum on the right hand side is
direct. Let x ∈ L0, y ∈

∑
λ∈Q+

Lλ and z ∈
∑
µ∈Q− Lµ be such that

y+x+z = 0. We must show that x = y = z = 0. Assume, if possible,
that x 6= 0. Then x ∈ L0 and x = −y − z ∈ Lλ1 + . . . + Lλr , where
r > 1 and 0 6= λi ∈ Q+ ∪Q− for all i. But then Exercise 2.1.5 (which
also holds without any assumption on dimensions) shows that λi = 0
for some i, contradiction. �

Even if det(A) = 0, the statement of Lemma 3.3.6 remains true,
but the proof requires a more subtle argument; see Kac [21, Theo-
rem 1.2] or Moody–Pianzola [25, §4.2, Prop. 5]. The connection with
Lie algebras of Cartan–Killing type is as follows.

Proposition 3.3.7. Let A = (aij)i,j∈I ∈ MI(C) and L be a Lie
algebra for which there exist elements {ei, hi, fi | i ∈ I} ⊆ L such that
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(Ch0) and the Chevalley relations (Ch1), (Ch2) hold (and, for each
j ∈ I, we have ej 6= 0 or fj 6= 0). Let

H := 〈hi | i ∈ I〉C ⊆ L and ∆ := {αj | j ∈ I} ⊆ H∗

be defined as in Lemma 3.3.1. Assume that dimL <∞ and det(A) 6=
0. Then (L,H) is of Cartan–Killing type with respect to ∆; if aii = 2
for all i ∈ I, then A is the corresponding structure matrix.

Proof. By Lemma 3.3.1, the set ∆ ⊆ H∗ is linearly independent.
By Lemma 3.3.6, L is H-diagonalisable and L0 = H; furthermore,
every weight 0 6= λ ∈ P (L) belongs to Q+ or Q−. Thus, (CK1) and
(CK2) in Definition 2.2.1 hold. Finally, since ei ∈ Lαi and fi ∈ L−αi
for all i ∈ I, we have hi = [ei, fi] ∈ [Lαi , L−αi ] by (Ch1). Since
H = 〈hi | i ∈ I〉C, we conclude that (CK3) also holds. Now assume
that aii = 2 for all i ∈ I. Then αi(hi) = 2 and so the elements
{hi | i ∈ I} are the elements required in Definition 2.2.6. �

We now use the above ideas to solve a question that was left
open in Chapter 2. Let A be an indecomposable generalised Cartan
matrix of type (FIN). We have seen that, if A is of type An, Bn, Cn or
Dn, then A arises as the structure matrix of a Lie algebra of Cartan–
Killing type (namely, from L = sln(C) or L = gon(Qn,C), for suitable
choices of Qn). But what about A of type G2, F4, E6, E7, or E8 ? For
example, at the end of Section 2.6, we saw that all the Lie brackets
inside a Lie algebra of type G2 are easily determined — although we
did not know if such an algebra exists at all. (In principle, the same
could be done for the types F4, E6, E7 and E8.) We now present a
general solution of the existence problem.

Definition 3.3.8 (Cf. [14]). Let A = (aij)i,j∈I be an indecompos-
able generalised Cartan matrix of type (FIN) (where I 6= ∅). As in
Section 3.2, consider an R-vector space E with a basis {αi | i ∈ I},
and let Φ = Φ(A) ⊆ E be the abstract root system determined by A.
(We have |Φ| <∞ by Proposition 3.2.4.) Having obtained the set Φ,
let M be a C-vector space with a basis

B := {ui | i ∈ I} ∪ {vα | α ∈ Φ}; dim M = |I|+ |Φ|.

Taking the formulae in Lusztig’s Theorem 2.7.2 as a model, we define
for each i ∈ I linear maps ei : M → M and fi : M → M as follows,
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where j ∈ I and α ∈ Φ:

ei(uj) := |aji|vαi , fi(uj) := |aji|v−αi ,

ei(vα) :=


(qi,α + 1)vα+αi if α+ αi ∈ Φ,

ui if α = −αi,
0 otherwise,

fi(vα) :=


(pi,α + 1)vα−αi if α− αi ∈ Φ,

ui if α = αi,

0 otherwise.
It is obvious that the maps ei, fi are all non-zero. Now consider the
Lie algebra gl(M), with the usual Lie bracket [ϕ,ψ] = ϕ ◦ ψ − ψ ◦ ϕ
for ϕ,ψ ∈ gl(M). We obtain a subalgebra by setting

L(A) := 〈ei, fi | i ∈ I〉alg ⊆ gl(M).

Since dim gl(M) < ∞, it is clear that dim L(A) < ∞. Our aim is to
show that L(A) is of Cartan–Killing type, with A as structure matrix.

Lemma 3.3.9 (Cf. [14, §3]). In the setting of Definition 3.3.8, let
us also define hi := [ei, fi] ∈ gl(M) for i ∈ I. Then the linear maps
ei, fi, hi ∈ gl(M) satisfy the Chevalley relations (Ch1), (Ch2):

[ei, fj ] = 0 for all i, j ∈ I such that i 6= j;
[hi,hj ] = 0, [hi, ej ] = aijej , [hi, fj ] = −aijfj for all i, j ∈ I.

Proof. Assume first that A arises as the structure matrix of a Lie al-
gebra L of Cartan–Killing type with respect to an abelian subalgebra
H ⊆ L and a subset ∆ = {αi | i ∈ I} ⊆ H∗. Thus, A = (aij)i,j∈I ,
where aij = αj(hi) and hi ∈ H is defined by Proposition 2.2.5. We
already discussed at the beginning of this section that then (Ch0),
(Ch1), (Ch2) hold for {ei, hi, fi | i ∈ I} ⊆ L, where ei, fi are Cheval-
ley generators as in Remark 2.2.9. Since adL : L → gl(L) is a homo-
morphism of Lie algebras, it follows that (Ch1), (Ch2) also hold for
the maps adL(ei), adL(fi), adL(hi) ∈ gl(L). Now let {e+

α | α ∈ Φ} be
a collection of elements as in Lusztig’s Theorem 2.7.2. We consider
the vector space M := L and set

ui := [ei, e+
−αi ] = [fi, e+

αi ] (i ∈ I), vα := e+
α (α ∈ Φ).

Then the above formulae defining ei : M → M and fi : M → M
correspond exactly to the formulae in Remark 2.7.4; in other words,
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we have ei = adL(ei) and fi = adL(fi) for all i ∈ I. Hence, (Ch1),
(Ch2) also hold for ei, fi,hi ∈ gl(M).

This argument works for A of type An, Bn, Cn or Dn, using the
fact, already mentioned, that then A arises as the structure matrix of
L = sln(C) or L = gon(C) (for suitable Qn). It remains to consider A
of type G2, F4, E6, E7 or E8. In these cases, we use again a computer
algebra approach: we simply write down the matrices of all the ei and
fi with respect to the above basis B of M, and explicitly verify (Ch1),
(Ch2) using a computer. Note that this is a finite computation since
there are only five matrices A to consider and, in each case, there
are 4|I|2 − |I| relations to verify; see Section 3.4 for further details
and examples. — Readers who are not happy with this argument may
consult [14, §3], where a purely theoretical argument is presented. �

Let L(A) = 〈ei, fi | i ∈ I〉alg ⊆ gl(M) be as in Definition 3.3.8
and set hi := [ei, fi] for i ∈ I. By Lemma 3.3.9, the Chevalley
relations (Ch1), (Ch2) hold. Let H = 〈hi | i ∈ I〉C ⊆ L(A); then
H is an abelian subalgebra. For each j ∈ I we define α̇j ∈ H∗ as
in Lemma 3.3.1, that is, α̇j(hi) := aij for i ∈ I. (We write α̇j in
order to have a notation that is separate from αj ∈ Φ = Φ(A).) More
generally, if α ∈ Φ, we write α =

∑
i∈I niαi with ni ∈ Z and set

α̇ :=
∑
i∈I niα̇i. Thus, we obtain a subset Φ̇ := {α̇ | α ∈ Φ} ⊆ H∗.

Theorem 3.3.10 (Existence Theorem). With the above notation,
the Lie algebra L(A) ⊆ gl(M) is of Cartan–Killing type with respect
to H ⊆ L(A) and ∆̇ = {α̇j | j ∈ I} ⊆ H∗, such that A is the
corresponding structure matrix and Φ̇ is the set of roots with respect
to H. In particular, dim L(A) = |I| + |Φ|; furthermore, since A is
indecomposable, L(A) is a simple Lie algebra (see Theorem 2.4.14).

Proof. We noted in Definition 3.3.8 that ei 6= 0 and fi 6= 0 for all
i ∈ I; furthermore, dim L(A) < ∞. Since hi = [ei, fi] ∈ L(A),
it is clear that (Ch0) holds. We already noted that (Ch1), (Ch2)
hold. Since A is of type (FIN), we have det(A) 6= 0; furthermore,
aii = 2 for i ∈ I. Hence, all the assumptions of Proposition 3.3.7 are
satisfied and so (L(A), H) is of Cartan–Killing type with respect to
∆̇ = {α̇j | j ∈ I} and with structure matrix A. The fact that Φ̇ is
the set of roots with respect to H follows from Remark 2.3.7. �
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3.4. Using computers: the ChevLie package

Let A = (aij)i,j∈I be a generalised Cartan matrix with |W (A)| <∞.
In this section, we explain how one can systematically deal with the
various constructions arising from A in an algorithmic fashion, and
effectively using a computer. Various general purpose computer alge-
bra systems contain built-in functions for dealing with root systems,
Weyl groups, Lie algebras, and so on; see the online menue of GAP
[12], for example. We introduce the basic features of the Julia [20]
package ChevLie [15], which builds on the design and the conventions
of the older GAP package CHEVIE. These packages are freely available
and particularly well suited to the topics discussed here.

Suppose you have installed Julia on your computer and down-
loaded the file chevlie1r1.jl; then start Julia and load ChevLie into
your current Julia session:

julia> include("chevlie1r1.jl"); using .ChevLie

The central function in ChevLie is the Julia constructor LieAlg, with
holds various fields with information about a Lie algebra of a given
type (a Julia symbol like :g) and rank (a positive integer). Let us go
through an example and add further explanations as we go along (or
just type ?LieAlg for further details and examples).

julia> l=LieAlg(:g,2) # Lie algebra of type G_2
#I dim = 14
LieAlg(’G2’)

In the background, the following happens. When LieAlg is invoked,
then a few functions are applied in order to compute some basic data
related to the generalised Cartan matrix A with the given type and
rank, where the labelling in Table 4 is used. (If you wish to use a
different labelling, then follow the instructions in the online help of
LieAlg.) A version of the rootsystem program (Table 1) yields the
root system Φ. This is stored in the component roots of LieAlg; the
Cartan matrix A and the number N := |Φ+| are also stored:

julia> l.N
6
julia> l.cartan
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2 -1
-3 2

julia> l.roots
[1, 0] [0, 1] [1, 1] [1, 2] [1, 3] [2, 3]
[-1, 0] [0, -1] [-1, -1] [-1, -2] [-1, -3] [-2, -3]

The roots are stored in terms of the list of tuples

C (A) =
{

(ni)i∈I ∈ ZI
∣∣ ∑
i∈I

niαi ∈ Φ
}
⊆ ZI ,

exactly as in Remark 2.3.7. This yields an explicit enumeration of
the 2N elements of Φ as follows:

β1, . . . , β|I|︸ ︷︷ ︸
simple roots

, β|I|+1, . . . , βN︸ ︷︷ ︸
further positive roots

,−β1, . . . ,−β|I|,−β|I|+1, . . . ,−βN︸ ︷︷ ︸
negative roots

,

where the simple roots are those of height 1, followed by the remaining
positive roots ordered by increasing height, followed by the negative
roots. In particular, if A is indecomposable, then l.roots[l.N] is
the unique highest root (see Proposition 2.4.17). Once all roots are
available, the permutations induced by the generators si ∈W (i ∈ I)
of the Weyl group are computed (as explained in Remark 3.2.9) and
stored. In our example:

julia> l.perms
(7, 3, 2, 4, 6, 5, 1, 9, 8, 10, 12, 11)
(5, 8, 4, 3, 1, 6, 11, 2, 10, 9, 7, 12)

Here, the permutation induced by any w ∈W is specified by the tuple
of integers (j1, . . . , j2N ) such that w(βjl) = βl for 1 6 l 6 2N . (We
use that convention, and not w(βl) = βjl , in order to maintain consis-
tency with GAP and CHEVIE, where permutations act from the right;
for a generator si, both conventions yield the same tuple, because si
has order 2.) Working with the permutations induced by W on Φ
immediately yields a test for equality of two elements (which would
otherwise be difficult by working with words in the generators). Mul-
tiplication inside W is extremely efficient: if we also have an element
w′ ∈W represented by (j′1, . . . , j′2N ), then the product w · w′ ∈W is
represented by (j′j1 , . . . , j

′
j2N

). Thus, in our example, the permutation
induced by the element w = s2 · s1 ∈W is obtained as follows.
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julia> p1=l.perms[1]; p2=l.perms[2];
julia> ([p1[i] for i in p2]...,) # create a tuple
(6, 9, 4, 2, 7, 5, 12, 3, 10, 8, 1, 11)

We will see later how a permutation can be converted back into a
word in the generators of W .

Table 8. Constructing G2 using Julia and ChevLie

julia> l=LieAlg(:g,2)
julia> mats=[l.e_i[1],l.e_i[2],l.f_i[1],l.f_i[2]];
julia> [Array(m) for m in mats]
[...]
# written out as 14 x 14 - matrices
# e_1: e_2: f_1: f_2:
# 01000000000000 00000000000000 00000000000000 00000000000000
# 00000000000000 00300000000000 10000000000000 00000000000000
# 00000000000000 00020000000000 00000000000000 01000000000000
# 00001000000000 00000100000000 00000000000000 00200000000000
# 00000000000000 00000012000000 00010000000000 00000000000000
# 00000023000000 00000000000000 00000000000000 00030000000000
# 00000000100000 00000000000000 00000100000000 00000000000000
# 00000000000000 00000000010000 00000000000000 00001000000000
# 00000000000000 00000000003000 00000023000000 00000000000000
# 00000000001000 00000000000000 00000000000000 00000012000000
# 00000000000000 00000000000200 00000000010000 00000000100000
# 00000000000000 00000000000010 00000000000000 00000000002000
# 00000000000001 00000000000000 00000000000000 00000000000300
# 00000000000000 00000000000000 00000000000010 00000000000000
julia> checkrels(l,l.e_i,l.f_i,l.h_i)
Relations OK
true # Chevalley relations OK

Once Φ is available, it is then an almost trivial matter to set up
the matrices of the linear maps ei : M → M and fi : M → M with
respect to the basis B in Definition 3.3.8. These are contained in
the components l.e i and l.f i; there is also a component l.h i
containing the matrices of hi = [ei, fi] for i ∈ I. In our example,
these matrices are printed in Table 8. Here, the following conventions
are used.
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• The basis B is always ordered as follows:

vβN , . . . , vβ1 , u1, . . . , ul, v−β1 , . . . , v−βN ,

where I = {1, . . . , l}. Thus, each ei is upper triangular and
each fi is lower triangular; each hi is a diagonal matrix.

• Since the matrices representating ei, fi, hi are extremely
sparse, they are stored as Julia SparseArrays. In order to
see them in full, one has to apply the Julia function Array.

Given the matrices of ei, fi, hi for all i ∈ I, one can then check if the
Chevalley relations (Ch1), (Ch2) hold; this is done by the function
checkrels. — We rely on these programs in the proof of Lemma 3.3.9
for Lie algebras of type G2, F4, E6, E7 and E8. (Even for type E8,
this just takes a few milliseconds.) ab hier Woche 11

Table 9. Dynkin diagrams with ε-function

E7 t1+ t3− t4+

t2−

t5− t6+ t7−
E8 t1+ t3− t4+

t2−

t5− t6+ t7− t8+

G2 u1+

> u2−
F4 t1+ t2−

> t3+ t4−
E6 t1+ t3− t4+

t2−

t5− t6+

Dn
n>3

t1+

@
@@t2+�
��
t3− t4+ p p p tn±

Cn
n>2

t1+

> t2− t3+ p p p tn±

An
n>1

t1+ t2− t3+ p p p tn±
Bn
n>2

t1+

< t2− t3+ p p p tn±

Remark 3.4.1. Let {e+
α | α ∈ Φ} be as in Corollary 2.7.11. We have

e+
αi = ciei and e+

−αi = −cifi for all i ∈ I, where ci ∈ {±1}. Let us
define ε : I → {±1} by ε(i) := ci for i ∈ I. Then the argument in
Remark 2.7.3 shows that ε(j) = −ε(i) whenever i, j ∈ I are such that
aij < 0; furthermore, since A is indecomposable, there are precisely
two such functions: if ε is one of them, then the other one is −ε. In
Table 9, we have specified a particular ε for each type of A. This is
contained in the component epsilon of LieAlg:
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julia> l.epsilon
1 -1

Once ε and the elements e+
±αi are fixed for i ∈ I, the whole collection

of elements {e+
α | α ∈ Φ} is uniquely determined by the conditions

(L1), (L2), (L3) in Lusztig’s Theorem 2.7.2 (see Remark 2.7.5). We
call {e+

α | α ∈ Φ} the ε-canonical Chevalley system of L. We shall
also write eεα = e+

α in order to indicate the dependence on ε; note
that, if we replace ε by −ε, then e−εα = −eεα for all α ∈ Φ.

The matrices of all eεα (α ∈ Φ) are obtained using the function
canchevbasis. For example, for type E8, the matrices have size
248 × 248 but they are extremely sparse; so neither computer mem-
ory nor computing time is an issue here. (In ChevLie, they are stored
as SparseArrays, with signed 8-bit integers as entries.) Once those
matrices are available, the function structconst computes the cor-
responding structure constants N ε

α,β such that

[eεα, eεβ ] = N ε
α,βeεα+β for α, β, α+ β ∈ Φ.

(Again, this is very efficient since one only needs to identify one non-
zero entry in the matrix of eεα+β and then work out only that entry
in the matrix of the Lie bracket [eεα, eεβ ].) In our above example, we
have:

julia> l.roots
[1, 0] [0, 1] [1, 1] [1, 2] [1, 3] [2, 3]
[-1, 0] [0, -1] [-1, -1] [-1, -2] [-1, -3] [-2, -3]

julia> structconst(l,2,4)
(2, 4, -3, 5)
julia> structconst(l,1,3)
(1, 3, 0, 0)

Here, (2, 4,−3, 5) means that l.roots[2]+l.roots[4]=l.roots[5]
is a root and that N ε

α,β = −3; the output (1, 3, 0, 0) means that
l.roots[1]+l.roots[3] is not a root (and, hence, N ε

α,β = 0).
Finally, we briefly discuss how one can work efficiently with the

elements of the Weyl group W . Recall that W = 〈si | i ∈ I〉 and
that s2

i = id for all i ∈ I. Thus, every element of W can be written
as a product of various si (but inverses of the si are not required).
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Similarly to the height of roots, the length function on W is a crucial
tool for inductive arguments.

Definition 3.4.2. Let w ∈ W . We define the length of w, denoted
`(w), as follows. We set `(id) := 0. Now let w ∈W , w 6= id. Then

`(w) := min{r > 0 | w = si1 · · · sir for some i1, . . . , ir ∈ I}.

In particular, `(si) = 1 for all i ∈ I. If r = `(w) and i1, . . . , ir ∈ I are
such that w = si1 · · · sir , then we call this a reduced expression for w.
In general, there may be several reduced expressions for w.

Remark 3.4.3. The formula in Remark 3.2.2 shows that each si ∈W
(i ∈ I) is a reflection and so det(si) = −1. Hence, we obtain

det(w) = (−1)`(w) for any w ∈W.

Now let w 6= id and w = si1 · · · sir be a reduced expression for w,
where r = `(w) and i1, . . . , ir ∈ I. Since s−1

i = si for all i ∈ I,
we have w−1 = sir · · · si1 and so `(w−1) 6 `(w). But then also
`(w) = `((w−1)−1) 6 `(w−1) and so `(w) = `(w−1).

Now let i ∈ I. Then, clearly, `(wsi) 6 `(w) + 1. Setting w′ :=
wsi ∈W , we also have w = w′si and so `(w) = `(w′si) 6 `(w′) + 1 =
`(wsi) + 1. Hence, `(wsi) > `(w)− 1. But, since det(w) = (−1)`(w),
we can not have `(wsi) = `(w). So we always have

`(wsi) = `(w)± 1 and `(siw) = `(w)± 1,

where the second relation follows from the first by taking inverses.

Lemma 3.4.4. Let i ∈ I and w ∈ W . Then `(wsi) = `(w) + 1 if
and only if w(αi) ∈ Φ+. Similarly, `(wsi) = `(w) − 1 if and only if
w(αi) ∈ Φ−.

Proof. First we show the implication: `(wsi) > `(w)⇒ w(αi) ∈ Φ+.
This is seen as follows. Let r := `(w) > 0. If r = 0, then w = id and
the assertion is clear. Now let r > 1 and write w = sir · · · si1 , where
i1, . . . , ir ∈ I. Consider the following sequence of r + 1 roots:

αi, si1(αi), si2si1(αi), . . . , sir · · · si1(αi).

Denote them by β0, β1, . . . , βr (from left to right). Since β0 = αi ∈ Φ+

and βr = w(αi) ∈ Φ−, there is some j ∈ {1, 2, . . . , r} such that
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β0, β1, . . . , βj−1 ∈ Φ+ but βj ∈ Φ−. Now βj = sij (βj−1) and so

βj = βj−1 −mαij ∈ Φ− where m := 〈α∨ij , βj−1〉 ∈ Z.

Since βj−1 ∈ Φ+, this can only happen if βj−1 = αij ; see Lemma 2.2.8.
Hence, we have

αij = βj−1 = y(αi) where y := sij−1sij−2 · · · si1 ∈W.

This implies that ysiy−1 = sij . Indeed, let v ∈ E and write v′ :=
y−1(v) ∈ E. Using the W -invariance of 〈 , 〉, we obtain

〈α∨i , v′〉 = 2 〈αi, v
′〉

〈αi, αi〉
= 2 〈y(αi), y(v′)〉
〈y(αi), y(αi)〉

= 2
〈αij , v〉
〈αij , αij 〉

= 〈α∨ij , v〉

and so (ysiy−1)(v) = y
(
si(v′)

)
= y
(
v′−〈α∨i , v′〉αi

)
= v−〈α∨i , v′〉αij =

sij (v), as claimed. But this means that

sijsij−1 · · · si1 = sijy = ysi = sij−1sij−2 · · · si1si.

Inserting this into the given expression for w, we obtain

w = (sir · · · sij+1)(sij · · · si1) = (sir · · · sij+1)(sij−1 · · · si1)si.

But then wsi = (sir · · · sij+1)(sij−1 · · · si1) is a product with r − 1
factors, contradiction to the assumption that `(wsi) > `(w) = r.

Thus, the above implication is proved. Conversely, let w(αi) ∈
Φ+ and assume, if possible, that `(wsi) 6 `(w). Setting w′ := wsi,
we have w′(αi) = w(si(αi)) = −w(αi) ∈ Φ−. Hence, we must have
`(w′si) < `(w′). Since w = w′si, this implies `(w) < `(wsi), contra-
diction. Hence, we must have `(wsi) > `(w).

Finally, let w′ := wsi. Then `(w′si) = `(w) and w′(αi) =
wsi(α) = −w(αi). Consequently, having established the equivalence
`(w′si) = `(w′) + 1 ⇔ w′(αi) ∈ Φ+, we also obtain the equivalence
`(wsi) = `(w)− 1⇔ w(αi) ∈ Φ+. �

Corollary 3.4.5. Let w ∈ W , w 6= id. Then there exists some i ∈ I
such that w(αi) ∈ Φ− and we can write w = w′si, where w′ ∈ W is
such that `(w′) = `(w)− 1.

Proof. Let r := `(w) > 1 and write w = si1 · · · sir , where i1, . . . , ir ∈
I. Set i := ir and w′ := wsi = wsir = si1 · · · sir−1 ∈ W ; then w =
w′si. We have `(wsi) = `(w′) 6 r−1 < `(w) and so `(wsi) = `(w)−1.
Furthermore, Lemma 3.4.4 implies that w(αi) ∈ Φ−. �
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Remark 3.4.6. We now obtain an efficient algorithm for computing
a reduced expression of an element w ∈ W , given as a permutation
on the roots as above. Let (j1, . . . , j2N ) be the tuple representing
that permutation. If jl = l for 1 6 l 6 2N , then w = id. Otherwise,
by Corollary 3.4.5, there exists some i ∈ I such that w−1(αi) ∈ Φ−.
Using the above conventions about the tuple (j1, . . . , j2N ), this means
that there is some i ∈ {1, . . . , |I|} such that ji > N . In order to
make a definite choice, we take the smallest i ∈ {1, . . . , |I|} such that
ji > N . Then `(siw) = `(w−1si) = `(w)−1 and we can proceed with
w′ := siw. In ChevLie, this is implemented in the function permword.

julia> l=LieAlg(:g,2)
julia> permword(l,(6,9,4,2,7,5,12,3,10,8,1,11))
2-element Array{Int8,1}:
2 1

Conversion from a word (reduced or not), like [2, 1, 2, 1], to a permu-
tation is done by the function wordperm. Corollary 3.4.5 also shows
how to produce all elements of W systematically, up to a given length.
Indeed, if W (n) denotes the set of all w ∈ W such that `(w) = n,
then the set of all elements of length n+ 1 is obtained by taking the
set of all products wsi, where w ∈ W (n) and i ∈ I are such that
`(wsi) = `(w) + 1. This procedure is implemented in the function
allwords. In our above example:

julia> allwords(l,3) # elements up to length 3
#I 1 2 2 2
[] [1] [2] [1, 2] [2, 1] [1, 2, 1] [2, 1, 2]

(All elements are obtained by allwords(l).)

3.5. Introducing Chevalley groups

Let again L be a Lie algebra and H ⊆ L be an abelian subalgebra
such that (L,H) is of Cartan–Killing type with respect to a subset
∆ = {αi | i ∈ I} ⊆ H∗. For each i ∈ I let {ei, hi, fi | i ∈ I}
be a corresponding sl2-triple in L, as in Remark 2.2.9. Already in
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Section 2.4 we introduced the automorphisms

xi(t) := exp
(
t adL(ei)

)
∈ Aut(L) for all t ∈ C,

yi(t) := exp
(
t adL(fi)

)
∈ Aut(L) for all t ∈ C.

Hence, we can form the subgroup 〈xi(t), yi(t) | i ∈ I, t ∈ C〉 ⊆ Aut(L).
In Definition 3.5.5 below we will see that one can define a similar
group over any field instead of C.

We will assume that A indecomposable. Then we have Lusztig’s
canonical basis B of L; see Section 2.7. We also assume that the
additional conditions in Corollary 2.7.11 hold. Thus, there is a certain
function ε : I → {±1} such that

e+
αi = ε(i)ei, e+

−αi = −ε(i)fi, h+
j = −ε(i)hi for i ∈ I;

see Remark 3.4.1. A specific choice of ε is defined by Table 9 (p. 127).
Note that the formulae in the following theorem are independent of
those choices.

Theorem 3.5.1 (Lusztig [24, §2]). For i ∈ I and t ∈ C, the action
of xi(t) and of yi(t) on B is given by the following formulae.

xi(t)(h+
j ) = h+

j + |aji|te+
αi , xi(t)(e+

−αi) = e+
−αi + th+

i + t2e+
αi ,

xi(t)(e+
αi) = e+

αi , xi(t)(e+
α ) =

∑
06r6pi,α

(
qi,α+r
r

)
tre+

α+rαi ,

yi(t)(h+
j ) = h+

j + |aji|te+
−αi , yi(t)(e+

αi) = e+
αi + th+

i + t2e+
−αi ,

yi(t)(e+
−αi) = e+

−αi , yi(t)(e+
α ) =

∑
06r6qi,α

(
pi,α+r
r

)
tre+

α−rαi ,

where j ∈ I and α ∈ Φ, α 6= ±αi. Here, pi,α, qi,α are the non-negative
integers defining the αi-string through α (see Remark 2.7.1).

Proof. In the proof of Lemma 2.4.1, we already established the fol-
lowing formulae, where i ∈ I, t ∈ C and h ∈ H:

xi(t)(h) = h− αi(h)tei,(a)
yi(t)(h) = h+ αi(h)tfi,(b)
xi(t)(ei) = ei,(c)

yi(t)(ei) = ei − thi − t2fi.(d)
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Now, since h+
j = −ε(j)hj , we obtain using (a) that

xi(t)(h+
j ) = −ε(j)hj + ε(j)αi(hj)tei = h+

j + ε(j)ajitei.

In Remark 2.7.4, we saw that [ei, h+
j ] = ε(j)ajiei = |aji|e+

αi . This
yields the desired formula for xi(t)(h+

j ). Similarly, using (b), we ob-
tain the desired formula for yi(t)(h+

j ). The formula for xi(t)(e+
αi) im-

mediately follows from (c). Analogously to (c), we have yi(t)(fi) = fi
and this yields the formula for yi(t)(e+

−αi). Next, using (d), we obtain:

yi(t)(e+
αi) = ε(i)ei − ε(i)thi − ε(i)t2fi = e+

αi + th+
i + t2e+

−αi ,

as required. Analogously to (d), we have xi(t)(fi) = fi + thi − t2ei
and this yields the formula for xi(t)(e+

−αi). It remains to prove the
formulae for xi(t)(e+

α ) and yi(t)(e+
α ), where α 6= ±αi. We only do this

here in detail for xi(t)(e+
α ); the argument for yi(t)(e+

α ) is completely
analogous. Now, by definition, we have

xi(t)(e+
α ) = e+

α +
∑
r>1

tradL(ei)r(e+
α )

r!
.

Note that adL(ei)r(e+
α ) ∈ Lα+rαi = {0} if r > pi,α. So now assume

that 1 6 r 6 pi,α. Then α + αi ∈ Φ and adL(ei)(e+
α ) = [ei, e+

α ] =
(qi,α + 1)e+

α+αi ; see (L2) in Theorem 2.7.2. Furthermore,

adL(ei)2(e+
α ) = [ei, [ei, e+

α ]] = (qi,α + 1)[ei, e+
α+αi ].

If pi,α > 2, then α + 2αi ∈ Φ and so the right hand side equals
(qi,α + 1)(qi,α+αi + 1)eα+2αi , again by Theorem 2.7.2. Continuing in
this way, we find that

adL(ei)r(e+
α ) = (qi,α + 1)(qi,α+αi + 1) · · · (qi,α+(r−1)αi + 1)e+

α+rαi

for 1 6 r 6 pi,α. Now note that

qi,α+αi = max{m > 0 | α+ αi −mαi ∈ Φ} = qi,α + 1.

Similarly, qi,α+rαi = qi,αi + r for 1 6 r 6 pi,α. Hence, we obtain that

(qi,α+1)(qi,α+αi + 1) · · · (qi,α+(r−1)αi + 1)
= (qi,α + 1)(qi,α + 2) · · · (qi,α + r) = (qi,α + r)!/qi,α!

Inserting this into the formula for xi(t)(e+
α ), we obtain

xi(t)(e+
α ) =

∑
r>0

tradL(ei)r(e+
α )

r!
=

∑
06r6pi,α

(qi,α+r)!
r! qi,α!

tre+
α+rαi ,
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and it remains to use the formula for binomial coefficients. �

The above result shows that the actions of xi(t) and yi(t) on L are
completely determined by the structure matrix A and the (abstract)
root system Φ = Φ(A). As pointed out by Lusztig [24], this seems to
simplify the original setting of Chevalley [9], where a number of signs
appear in the formulae which depend on certain choices.

Example 3.5.2. Let i ∈ I and α ∈ Φ be such that α 6= ±αi. If
α + αi 6∈ Φ, then the above formulae show that xi(t)(e+

α ) = e+
α .

Similarly, if α − αi 6∈ Φ, then yi(t)(e+
α ) = e+

α . Now assume that
α+ αi ∈ Φ and that pi,α = 1. Then

xi(t)(e+
α ) = e+

α +
(
qi,α+1

1

)
te+
α+αi = e+

α + (qi,α + 1)te+
α+αi .

Similarly, if α− αi ∈ Φ and qi,α = 1, then

yi(t)(e+
α ) = e+

α +
(
pi,α+1

1

)
te+
α−αi = e+

α + (pi,α + 1)te+
α−αi .

Note that these formulae cover all cases where A is of simply-laced
type, that is, all roots in Φ have the same length; see Exercise 3.2.8.
Recall from (♠3) (p. 84) that, in general, we have pi,α + qi,α 6 3.

Remark 3.5.3. Let N = |Φ+| and write Φ+ = {β1, . . . , βN} where
the numbering is such that ht(β1) 6 ht(β2) 6 . . . 6 ht(βN ). Let also
l = |I| and simply write I = {1, . . . , l}. Then, as in Section 3.4, we
order the basis B as follows:

e+
βN
, . . . , e+

β1
, h+

1 , . . . , h
+
l , e+

−β1
, . . . , e+

−βN .

Let N ′ := 2N + l = |B| and denote the above basis elements by
v1, . . . , vN ′ , from left to right. For i ∈ I and t ∈ C, letXi(t) ∈MN ′(C)
be the matrix of xi(t) with respect to the basis {v1, . . . , vN ′}; also let
Yi(t) ∈ MN ′(C) be the matrix of yi(t) with respect to that basis.
Then the formulae in Theorem 3.5.1 show that

Xi(t) is an upper triangular matrix with 1 along the diagonal,
Yi(t) is a lower triangular matrix with 1 along the diagonal.

In particular, we have det(xi(t)) = det(yi(t)) = 1. We also notice that
each entry in Xi(t) or Yi(t) is of the form atr, where the coefficient
a ∈ Z and the exponent r ∈ Z>0 do not depend on t ∈ C. Now let
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Z[T ] be the polynomial ring over Z in an indeterminate T . Replacing
each entry of the form atr by aT r, we obtain matrices

Xi(T ) ∈MN ′(Z[T ]) and Yi(T ) ∈MN ′(Z[T ]).

Upon substituting T 7→ t for any t ∈ C, we get back the original
matrices Xi(t) and Yi(t). The possibility of working at a polynomial
level will turn out to be crucial later on.

Example 3.5.4. Let L = sl2(C) with standard basis {e, h, f}, such
that [e, f ] = h, [h, e] = 2e and [h, f ] = −2f . In Exercise 1.2.15, we
already considered the automorphisms

x(t) = exp
(
t adL(e)

)
and y(t) = exp

(
t adL(e)

)
(t ∈ C),

and worked out the corresponding matrices. Now note that B =
{e,−h,−f} (see the remark just after Theorem 2.7.2). So we obtain:

X(t) =

( 1 2t t2

0 1 t
0 0 1

)
and Y (t) =

( 1 0 0
t 1 0
t2 2t 1

)
.

Hence, obviously, we have the following matrices over Z[T ]:

X(T ) =

( 1 2T T 2

0 1 T
0 0 1

)
and Y (T ) =

( 1 0 0
T 1 0
T 2 2T 1

)
.

We now show how the definition of G can be extended to arbitrary
fields. Let K be any field. We usually attach a bar to objects defined
over K. So let L̄ be a vector space4 over K with a basis

B̄ = {h̄+
j | j ∈ I} ∪ {ē

+
α | α ∈ Φ}.

For i ∈ I and ζ ∈ K we use the formulae in Theorem 3.5.1 to define
linear maps x̄i(ζ) : L̄→ L̄ and ȳi(ζ) : L̄→ L̄. Explicitly, we set:

x̄i(ζ)(h̄+
j ) := h̄+

j + |aji|ζē+
αi , x̄i(ζ)(ē+

−αi) := ē+
−αi + ζh̄+

i + ζ2ē+
αi ,

x̄i(ζ)(ē+
αi) := ē+

αi , x̄i(ζ)(ē+
α ) :=

∑
06r6pi,α

(
qi,α+r
r

)
ζrē+

α+rαi ,

4This vector space L̄ also inherits a Lie algebra structure from L but we will not
need this here.
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ȳi(ζ)(h̄+
j ) := h̄+

j + |aji|ζē+
−αi , ȳi(ζ)(ē+

αi) := ē+
αi + ζh̄+

i + ζ2ē+
−αi ,

ȳi(ζ)(ē+
−αi) := ē+

−αi , ȳi(ζ)(ē+
α ) :=

∑
06r6qi,α

(
pi,α+r
r

)
ζrē+

α−rαi ,

where j ∈ I and α ∈ Φ, α 6= ±αi. (Here, the product of an integer
in Z and an element of K is defined in the obvious way.) Let X̄i(ζ)
and Ȳi(ζ) be the matrices of x̄i(ζ) and ȳi(ζ), respectively, with respect
to B̄, where the elements of B̄ are arranged as in Remark 3.5.3. Then
the above formulae show again that

X̄i(ζ) is upper triangular with 1 along the diagonal,
Ȳi(ζ) is lower triangular with 1 along the diagonal.

In particular, we have det(x̄i(ζ)) = det(ȳi(ζ)) = 1. Note that, if
K = C, then x̄i(ζ) = xi(ζ) and ȳi(ζ) = yi(ζ) for all ζ ∈ C.

Definition 3.5.5. Following Lusztig [24, §2], the Chevalley group5

of type L over the field K is defined by

Ḡ′ := 〈x̄i(ζ), ȳi(ζ) | i ∈ I, ζ ∈ K〉 ⊆ GL(L̄).

Note again that Ḡ′ is completely determined by the structure ma-
trix A, the (abstract) root system Φ, and the field K. Also note that,
if K is a finite field, then Ḡ′ is a finite group.

Example 3.5.6. Let L = sl2(C). In Example 3.5.4, we determined
the matrices of x(t) and y(t) for t ∈ C. Now let K be any field and
ζ ∈ K. Then the matrices of x̄(ζ) and ȳ(ζ) are given by

X̄(ζ) =

( 1 2ζ ζ2

0 1 ζ
0 0 1

)
and Ȳ (ζ) =

( 1 0 0
ζ 1 0
ζ2 2ζ 1

)
.

In the next section we will see that Ḡ′ = 〈x̄(ζ), ȳ(ζ) | ζ ∈ K〉 is isomor-
phic to SL2(K)/{±I2} and, hence, that Ḡ′ is simple when |K| > 4.

Remark 3.5.7. The definition immediately shows that x̄i(0) = idL̄
and ȳi(0) = idL̄. Now let 0 6= ζ ∈ K. Then

x̄i(ζ)(ē+
−αi) = ē+

−αi + ζh̄+
i + ζ2ē+

αi 6= ē+
−αi

and so x̄i(ζ) 6= idL̄. Similarly, one sees that ȳi(ζ) 6= idL̄.

5We denote this group by Ḡ′ because it is a normal subgroup of a slightly larger
group Ḡ that we will introduce in the next section; the distinction between Ḡ′ and the
“full” Chevalley group Ḡ already appears in Chevalley [9].
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Of course, one would hope that the elements x̄i(ζ) and ȳi(ζ)
(over K) have further properties analogous to those of xi(t) and yi(t)
(over C). In order to justify this in concrete cases, some extra ar-
gument is usually required because the definition of x̄i(ζ) or ȳi(ζ)
in terms of an exponential construction is not available over K (at
least not if K has positive characteristic). For this purpose, we make
crucial use of the possibility of working at a “polynomial level”, as
already mentioned in Remark 3.5.3. Here is a simple first example.

Lemma 3.5.8. Let i ∈ I. Then x̄i(ζ)−1 = x̄i(−ζ) and ȳi(ζ)−1 =
ȳi(−ζ) for all ζ ∈ K. Furthermore, x̄i(ζ + ζ ′) = x̄i(ζ)x̄i(ζ ′) and
ȳi(ζ + ζ ′) = ȳi(ζ)ȳi(ζ ′) for all ζ, ζ ′ ∈ K.

Proof. First we prove the assertion about x̄i(ζ)−1. (This would also
follow from the assertion about x̄i(ζ + ζ ′) and the fact that x̄i(0) =
idL̄, but it may be useful to run the two arguments separately, since
they involve different ingredients.) Let Z[T ] be the polynomial ring
over Z with indeterminate T . Let Xi(T ) ∈MN ′(Z[T ]) be the matrix
defined in Remark 3.5.3; upon substituting T 7→ t for any t ∈ C, we
obtain the matrix of the element xi(t) ∈ G (over C). We claim that

Xi(T ) ·Xi(−T ) = IN ′ (equality in MN ′(Z[T ])),

where IN ′ denotes the N ′ × N ′-times identity matrix. This is seen
as follows. Let frs ∈ Z[T ] be the (r, s)-entry of Xi(T ). Writing out
the matrix product Xi(T ) ·Xi(−T ), we must show that the following
identities of polynomials in Z[T ] hold for all r, s ∈ {1, . . . , N ′}:∑

r′frr′(T )fr′s(−T ) =
{

1 if r = s,

0 if r 6= s.

Since xi(t)xi(−t) = idL (see Lemma 1.2.8), we have Xi(t) ·Xi(−t) =
IN ′ for all t ∈ C, which means that∑

r′frr′(t)fr′s(−t) =
{

1 if r = s,

0 if r 6= s.

So the assertion follows from the general fact that, if g, h ∈ Z[T ] are
such that g(t) = h(t) for infinitely many t ∈ C, then g = h in Z[T ].

Now fix ζ ∈ K. By the universal property of Z[T ], we have a
canonical ring homomorphism ϕζ : Z[T ] → K such that ϕζ(T ) = ζ

and ϕζ(m) = m · 1K for m ∈ Z. Applying ϕζ to the entries of Xi(T ),



138 3. Generalised Cartan matrices

we obtain the matrix X̄i(ζ) ∈ MN ′(K), by the above definition of
x̄i(ζ). Similarly, applying ϕζ to the entries of Xi(−T ), we obtain
the matrix X̄i(−ζ) ∈ MN ′(K). Since ϕζ is a ring homomorphism,
the identity Xi(T ) · Xi(−T ) = IN ′ over Z[T ] implies the identity
X̄i(ζ) · X̄i(−ζ) = ĪN ′ over K. Consequently, we have x̄i(ζ)x̄i(−ζ) =
idL̄, as desired. The argument for ȳi(ζ) is completely analogous.

Now consider the assertion about x̄i(ζ+ζ ′). First we work over C.
For t, t′ ∈ C, the derivations t adL(ei) and t′ adL(ei) of L certainly
commute with each other. Hence, Exercise 1.2.14 shows that

xi(t+ t′) = exp
(
t adL(ei) + t′ adL(ei)

)
= exp

(
t adL(ei)

)
◦ exp

(
t′adL(ei)

)
= xi(t)xi(t′),

where we omit the symbol “◦” for the multiplication inside G. Now
we “lift” again the above identity to a polynomial level, where we
work over Z[T, T ′], the polynomial ring in two commuting indeter-
minates T, T ′ over Z. Regarding Xi(T ) and Xi(T ′) as matrices in
MN ′(Z[T, T ′]), we claim that

Xi(T + T ′) = Xi(T ) ·Xi(T ′) (equality in MN ′(Z[T, T ′])).

This is seen as follows. Let again frs ∈ Z[T ] be the (r, s)-entry of
Xi(T ). Writing out the above matrix product, we must show that
the following identities in Z[T, T ′] hold for all r, s ∈ {1, . . . , N ′}:

frs(T + T ′) =
∑
r′frr′(T )fr′s(T ′).

We have just seen that these identities do hold upon substituting
T 7→ t and T ′ 7→ t′ for any t, t′ ∈ C. Hence, the assertion now follows
from the general fact that, if g, h ∈ Z[T, T ′] are any polynomials
such that g(t, t′) = h(t, t′) for all t, t′ ∈ C, then g = h in Z[T, T ′].
(Proof left as an exercise; the analogous statement is also true for
polynomials in several commuting variables.) Now fix ζ, ζ ′ ∈ K.
Then we have a canonical ring homomorphism ϕζ,ζ′ : Z[T, T ′] → K

such that ϕζ,ζ′(T ) = ζ, ϕζ,ζ′(T ′) = ζ ′ and ϕζ,ζ′(m) = m · 1K for
m ∈ Z. Applying ϕζ,ζ′ to the entries of Xi(T ), Xi(T ′) and Xi(T+T ′),
we obtain the matrices X̄i(ζ), X̄i(ζ ′) and X̄i(ζ + ζ ′). Consequently,
the identity Xi(T + T ′) = Xi(T ) · Xi(T ′) over Z[T, T ′] implies the
identity X̄i(ζ+ζ ′) = X̄i(ζ)·X̄i(ζ ′) over K. Hence, we have x̄i(ζ+ζ ′) =
x̄i(ζ)x̄i(ζ ′), as desired. The argument for ȳi(ζ + ζ ′) is analogous. �
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ab hier Woche 12
We will see similar arguments, or variations thereof, frequently in

the development to follow. The following result will be very useful.

Lemma 3.5.9. Let x ∈ L be such that adL(x) : L → L is nilpotent.
Let θ : L → L be any Lie algebra automorphism. Then adL(θ(x)) is
nilpotent and exp

(
adL(θ(x))

)
= θ ◦ exp(adL(x)) ◦ θ−1.

Proof. Let y ∈ L. Since θ is an automorphism, we have for m > 0:

adL(θ(x))m(y) = [θ(x), [θ(x), . . . , [θ(x)︸ ︷︷ ︸
m terms

, θ
(
θ−1(y)

)
] . . .]]

= θ
(
[x, [x, . . . , [x︸ ︷︷ ︸

m terms

, θ−1(y)] . . .]]
)

= θ
(
adL(x)m(θ−1(y))

)
.

Hence, since adL(x)d = 0 for some d > 1, we also have adL(θ(x))d =
0, that is, adL(θ(x)) is nilpotent. The above identity also yields:(

θ ◦ exp(adL(x)) ◦ θ−1)(y) = θ
(∑
m>0

1
m!

adL(x)m
(
θ−1(y)

))
=
∑
m>0

1
m!
θ
(
adL(x)m(θ−1(y))

)
=
∑
m>0

1
m!

adL(θ(x))m(y),

which equals exp
(
adL(θ(x))

)
(y), as required. �

Example 3.5.10. Consider the Chevalley involution ω : L→ L (see
Exercise Sheet 8); we have ω(ei) = fi, ω(fi) = ei and ω(hi) = −hi
for i ∈ I. Applying Lemma 3.5.9 with θ = ω, we obtain

ω ◦xi(t) ◦ ω−1 = ω ◦ exp
(
t adL(ei)

)
◦ ω−1

= exp
(
t adL(ω(ei))

)
= exp

(
t adL(fi)

)
= yi(t)

for all t ∈ C. We wish to extend this formula to any field K. For this
purpose, we first consider the action of ω on B. Since h+

j = −ε(j)hj
for j ∈ I, we have ω(h+

j ) = −h+
j . By Proposition 2.7.13, we also have

ω(e+
α ) = −e+

−α for α ∈ Φ. We use these formulae to define a linear
map ω̄ : L̄→ L̄; explicitly, we set:

ω̄(h̄+
j ) := −h̄+

j (j ∈ I) and ω̄(ē+
α ) := −ē+

−α (α ∈ Φ).

With this definition, we claim that

ω̄ ◦ x̄i(ζ) ◦ ω̄−1 = ȳi(ζ) for all ζ ∈ K.
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To prove this, we follow the argument in Lemma 3.5.8. Let Ω ∈
MN ′(C) be the matrix of ω with respect to B. The above formulae
show that Ω only has entries 0 and −1; we can simply regard Ω as a
matrix in MN ′(Z[T ]). Then the above formula over C implies that

Ω ·Xi(T ) = Yi(T ) · Ω (equality in MN ′(Z[T ])).

Let Ω̄ ∈ MN ′(K) be the matrix of ω̄. Now fix ζ ∈ K and consider
the canonical ring homomorphism ϕζ : Z[T ] → K with ϕζ(T ) = ζ.
Applying ϕζ to the entries of Ω, we obtain Ω̄. Hence, the above
identity over Z[T ] implies the identity Ω̄ · X̄i(ζ) = Ȳi(ζ) · Ω̄ over K,
which means that ω̄ ◦ x̄i(ζ) ◦ ω̄−1 = ȳi(ζ), as desired.

3.6. First examples and further constructions

Let us look in more detail at the example where L = sln(C), n > 2.
We use the notation in Example 2.2.7. Let H ⊆ L be the abelian
subalgebra of diagonal matrices. For 1 6 i, j 6 n let Eij be the n×n-
matrix with 1 as its (i, j)-entry and zeroes elsewhere. Let ei := Ei,i+1
and fi := Ei+1,i for 1 6 i 6 n − 1. Then {ei, fi | 1 6 i 6 n − 1} are
Chevalley generators of L; furthermore, hi = [ei, fi] = Eii−Ei+1,i+1.
Also recall from Example 2.2.7 that

Φ = {εi − εj | 1 6 i, j 6 n, i 6= j}, Lεi−εj = 〈Eij〉C.

We set e+
α := (−1)jEij for α = εi−εj , i 6= j. By Exercise Sheet 9, the

collection {e+
α | α ∈ Φ} satisfies the conditions in Corollary 2.7.11.

In particular, e+
αi = −(−1)iei and e+

−αi = (−1)ifi for 1 6 i 6 n− 1;
furthermore, h+

i = [ei, e+
−αi ] = (−1)ihi. Now let K be any field.

Following the construction in the previous section, we need to consider
a vector space L̄ over K with a basis indexed by the canonical basis B
of L. Concretely, we may take L̄ := sln(K) with basis

B̄ = {h̄+
j | 1 6 j 6 n− 1} ∪ {ē+

α | α ∈ Φ},

where h̄j ∈ sln(K) and ē+
α ∈ sln(K) are defined exactly as above,

using analogues of the matrices Eij over K. For 1 6 i 6 n − 1 and
ζ ∈ K, the actions of x̄i(ζ) and ȳi(ζ) are given as follows.

x̄i(ζ)(h̄+
j ) = h̄+

j + |aji|ζē+
αi , x̄i(ζ)(ē+

−αi) = ē+
−αi + ζh̄+

i + ζ2ē+
αi ,

ȳi(ζ)(h̄+
j ) = h̄+

j + |aji|ζē+
−αi , ȳi(ζ)(ē+

αi) = ē+
αi + ζh̄+

i + ζ2ē+
−αi .
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We also have x̄i(ζ)(ē+
αi) = ē+

αi and ȳi(ζ)(ē+
−αi) = ē+

−αi . Now let
α ∈ Φ. If α + αi 6∈ Φ ∪ {0}, then x̄i(ζ)(ē+

α ) = ē+
α ; in particular, this

applies to α = αi. If α − αi 6∈ Φ ∪ {0}, then ȳi(ζ)(ē+
−α) = ē+

−α; in
particular, this applies to α = −αi. By Example 3.5.2, we have

x̄i(ζ)(ē+
α ) = ē+

α + tē+
α+αi if α+ αi ∈ Φ,

ȳi(ζ)(ē+
α ) = ē+

α + tē+
α−αi if α− αi ∈ Φ.

(Note that qi,α = 0 in the first case, and pi,α = 0 in the second case.)
Now we exploit the fact that L̄ = sln(K) is not just a vector space
but a Lie algebra in its own right, with the usual Lie bracket. Then
the above formulae can be re-written as follows, where b̄ ∈ B̄:

x̄i(ζ)(b̄) = b̄+ ζ[ēi, b̄] if b̄ 6= ē+
−αi ,

ȳi(ζ)(b̄) = b̄+ ζ[f̄i, b̄] if b̄ 6= ē+
αi ,

x̄i(ζ)(ē+
−αi) = ē+

−αi + ζ[ēi, ē+
−αi ] + ζ2ē+

αi ,

ȳi(ζ)(ē+
αi) = ē+

αi + ζ[f̄i, ē+
αi ] + ζ2ē+

−αi .

(For example, arguing as in the proof of Theorem 3.5.1, we see that
[ēi, h̄+

j ] = |aji|ē+
αi ; if α + αi ∈ Φ, then [ēi, ē+

α ] = ē+
α+αi , and so on.)

Now let us define the following n× n-matrices over K:

x∗i (ζ) := Īn + ζēi and y∗i (ζ) := Īn + ζf̄i for 1 6 i 6 n− 1

(where Īn is the n× n-identity matrix over K). Then x∗i (ζ) is upper
triangular with 1 along the diagonal; y∗i (ζ) is lower triangular with 1
along the diagonal. In particular, det(x∗i (ζ)) = det(y∗i (ζ)) = 1.

Lemma 3.6.1. In the above setting, let A ∈ L̄ = sln(K). Then

x̄i(ζ)(A) = x∗i (ζ) ·A · x∗i (ζ)−1, ȳi(ζ)(A) = y∗i (ζ) ·A · y∗i (ζ)−1.

Proof. We note that ē2
i = f̄2

i = 0. Hence, we have x∗i (ζ)−1 = x∗i (−ζ)
and y∗i (ζ)−1 = y∗i (−ζ). This yields:

x∗i (ζ)·A · x∗i (ζ)−1 = (Īn + ζēi)A(Īn − ζēi) = (A+ ζēiA)(Īn − ζēi)

= A+ ζēiA− ζAēi − ζ2ēiAēi = A+ ζ[ēi, A]− ζ2ēiAēi;

furthermore, ēiAēi = ai+1,iēi. Similarly, we obtain

y∗i (ζ) ·A · y∗i (ζ)−1 = A+ ζ[f̄i, A]− ζ2ai,i+1f̄i.
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We have to compare these formulae with the above ones for the actions
of x̄i(ζ) and ȳi(ζ). It is sufficient to do this for matrices A that belong
to the basis B̄. Hence, we must check the following implications:

A 6= ē+
−αi ⇒ ai+1,i = 0, A = ē+

−αi ⇒ ē+
αi = −ai+1,iēi,

A 6= ē+
αi ⇒ ai,i+1 = 0, A = ē+

αi ⇒ ē+
−αi = −ai,i+1f̄i.

The first and third implications are clear by the above description
of B̄. Now assume that A = ē+

−αi . Then A = (−1)if̄i and so ai+1,i =
(−1)i. But then −ai+1,iēi = −(−1)iēi = ē+

αi , as required. The
argument for A = ē+

αi is analogous. �

Next, we need the following result (which is independent of any
theory of Lie algebras or Chevalley groups):

Proposition 3.6.2. Let n > 2 and K be any field. Then

SLn(K) = 〈x∗i (ζ), y∗i (ζ) | 1 6 i 6 n− 1, ζ ∈ K〉.

Proof. We proceed by induction on n, where we start the induction
with n = 1. Note that the assertion also holds for SL1(K) = {id}.
Now let n > 2 and assume that the assertion is already proved for
SLn−1(K). Let Gn ⊆ SLn(K) be the subgroup generated by the
specified generators; we must show that Gn = SLn(K). We set

x∗ij(ζ) := Īn + ζEij for any ζ ∈ K and 1 6 i, j 6 n, i 6= j;

in particular, x∗i (ζ) = x∗i,i+1(ζ) and y∗i (ζ) = x∗i+1,i(ζ). First we show:

x∗i1(ζ) ∈ Gn and x∗1i(ζ) ∈ Gn for 2 6 i 6 n.

This is seen as follows. If n = 2, there is nothing to show. Now let
n > 3. Let i, j, k ∈ {1, . . . , n} be pairwise distinct; then the following
commutation rule is easily checked by an explicit computation:

x∗jk(−ζ ′) · x∗ij(−ζ) · x∗jk(ζ ′) · x∗ij(ζ) = x∗ik(−ζζ ′)

for all ζ, ζ ′ ∈ K. Setting ζ ′ = −1, i = 3, j = 2 and k = 1, we obtain:

x∗21(1) · x∗32(−ζ) · x∗21(−1) · x∗32(ζ) = x∗31(ζ)

for all ζ ∈ K. Hence, since the left hand side belongs to Gn, we also
have x∗31(ζ) ∈ Gn for all ζ ∈ K. Next, if n > 4, then we set ζ ′ = −1,
i = 4, j = 3 and k = 1. This yields

x∗31(1) · x∗43(−ζ) · x∗31(−1) · x∗43(ζ) = x∗41(ζ).
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Since the left hand side is already known to belong to Gn, we also
have x∗41(ζ) ∈ Gn. Continuing in this way, we find that x∗i1(ζ) ∈ Gn
for all ζ ∈ K and 2 6 i 6 n. The argument for x∗1i(ζ) is analogous.

Now let A = (aij) ∈ SLn(K) be arbitrary. It will be useful to
remember that, for i > 2, the matrix x∗i1(ζ) ·A is obtained by adding
the first row of A, multiplied by ζ, to the i-th row of A. Similarly,
the matrix A · x∗1i(ζ) is obtained by adding the first column of A,
multiplied by ζ, to the i-th column of A. We claim that there is a
finite sequence of operations of this kind that transforms A into a new
matrix B = (bij) such that

B =

(
1 0
0 B′

)
where B′ ∈ SLn−1(K).

Indeed, since det(A) 6= 0, the first column of A is non-zero and so
there exists some i ∈ {1, . . . , n} such that ai1 6= 0. If i > 1, then

A′ := x∗i1
(
a−1
i1 (1− a11)

)
·A

has entry 1 at position (1, 1). But then we can add suitable multiplies
of the first row of A′ to the other rows and obtain a new matrix A′′
that has entry 1 at position (1, 1) and entry 0 at positions (i, 1) for
i > 2. Next we can add suitable multiplies of the first column of A′′
to the other columns and achieve that all further entries in the first
row become 0. Thus, we have transformed A into a new matrix B as
required. On the other hand, if there is no i > 1 such that ai1 6= 0,
then a11 6= 0 and ai1 = 0 for i > 2. In that case, the matrix x∗21(1) ·A
has a non-zero entry at position (2, 1) and we are in the previous case.

Now consider B as above. By induction, we have SLn−1(K) =
Gn−1; so the submatrix B′ can be expressed as a product of the
specified generators of SLn−1(K). Under the embedding

SLn−1(K) ↪→ SLn(K), C 7→

(
1 0
0 C

)
,

the generators of SLn−1(K) are sent to the generators x∗i (ζ) ∈ SLn(K)
and y∗i (ζ) ∈ SLn(K), where ζ ∈ K and 2 6 i 6 n− 1. Hence, any B
as above can be expressed as a product of generators x∗i (ζ) and y∗i (ζ)
in SLn(K), for various ζ ∈ K and 2 6 i 6 n−1. Since B was obtained
from A by a sequence of multiplications with matrices x∗1i(ζ) ∈ Gn
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or x∗i1(ζ) ∈ Gn, we conclude that A ∈ Gn (and we even described an
algorithm for expressing A in terms of the specified generators). �

Proposition 3.6.3 (Ree). If L = sln(C) and K is any field, then the
Chevalley group Ḡ′ ⊆ GL(L̄) (as in Definition 3.5.5) is isomorphic
to SLn(K)/Z, where Z = {ζĪn | ζ ∈ K×, ζn = 1}.

Proof. As above, let L̄ = sln(K). We also set G∗ := SLn(K).
Then G∗ acts on L̄ by conjugation. Thus, for g ∈ G∗ we define
γg : L̄ → L̄ by γg(A) := g · A · g−1; then γg ∈ GL(L̄). Furthermore,
the map γ : G∗ → GL(L̄), g 7→ γg, is a group homomorphism. By
Lemma 3.6.1, we have γg = x̄i(ζ) for g = x∗i (ζ), and γg = ȳi(ζ) for
g = y∗i (ζ). Using also Proposition 3.6.2, we conclude that the im-
age of γ equals the Chevalley group Ḡ′ ⊆ GL(L̄). Thus, we have a
surjective homomorphism γ : G∗ → Ḡ′, and it remains to show that
ker(γ) = Z. So let g ∈ G∗ be such that γg = idL̄. Then g · A = A · g
for all A ∈ L̄; it is a standard fact from Linear Algebra that then
g = ζĪn for some ζ ∈ K. Since det(g) = 1, we must have ζn = 1 and
so g ∈ Z. Conversely, it is clear that Z ⊆ ker(γ). �

Remark 3.6.4. (a) It is known that Ḡ′ ∼= SLn(K)/Z is simple, unless
n = 2 and K has 2 or 3 elements; see, e.g., [16, Theorem 1.13].

(b) The Chevalley groups associated with the classical Lie al-
gebras gon(Qn,C) can be identified with symplectic or orthogonal
groups in a similar way; see Carter [6, Chap. 11] for further details.

(c) If K is a finite field, then Ḡ′ certainly is a finite group. Even
if K is small, then these groups may simply become enormous. For
example, if |K| = 2 and L is of type E8, then one can show that Ḡ′
has ≈ 3, 38× 1074 elements. Nevertheless, the groups Ḡ′ have a very
user-friendly internal structure, and there are highly convenient ways
how to work with their elements.

Exercise 3.6.5. The purpose of this exercise is to give at least one
example showing that the above procedure also works for the classical
Lie algebras introduced in Section 1.6. Let L = go4(Q4,C), where

Q4 =

 0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 , Qtr
4 = −Q4.
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Let I = {1, 2}. We have Φ = {±α1,±α2,±(α1 + α2),±(α1 + 2α2)}.
Chevalley generators for L are given as follows:

e1 = 1
2A2,3, f1 = − 1

2A3,2, h1 = [e1, f1] = diag(0, 1,−1, 0);
e2 = −A1,2, f2 = −A2,1, h2 = [e2, f2] = diag(1,−1, 1,−1).

(See the proof of Proposition 2.5.8.) We have the relations [h1, e2] =
−e2 and [h2, e1] = −2e1; see the structure matrix in Table 2 (p. 76).
(a) Let ε : I → {±1} be given by ε(1) = 1 and ε(2) = −1, as in
Table 9 (p. 127). Starting with e+

αi = ε(i)ei and e+
−αi = −ε(i)fi for

i ∈ I, determine all the elements of the canonical basis B, explicitly
as matrices in L; observe that all those matrices have entries in Z.
(b) Let K be any field and L̄ := go4(Q4,K). The assumption in Sec-
tion 1.6 that char(K) 6= 2 is not important here; check that Proposi-
tion 1.6.6(b) also holds over K instead of C.
(c) Define B̄ ⊆ L̄ by taking analogues of the matrices in (a) over K;
check that B̄ is a basis of L̄. For i ∈ I and ζ ∈ K, determine the
matrices of x̄i(ζ) and ȳi(ζ) with respect to B̄. Check that the relations
in Lemma 3.6.1 also hold here.
(d) Let Sp4(K) := {A ∈M4(K) | AtrQ4A = Q4}. Check that Sp4(K)
is a subgroup of GL4(K); it is called the 4-dimensional symplectic
group. Analogously to Proposition 3.6.3, show that Ḡ′ ∼= Sp4(K)/Z,
where Z = {±Ī4}. (Here, the difficult part is to show the analogue of
Proposition 3.6.2; for help and further references, see [6, Chap. 11].)

Now let us return to the general situation, where Ḡ′ is the Cheval-
ley group (over K) associated with a Lie algebra L of Cartan–Killing
type. Our next aim is to introduce the “full” Chevalley group Ḡ

over K mentioned in the footnote to Definition 3.5.5. The basic idea is
to add to Ḡ′ ⊆ GL(L̄) some automorphisms of L̄ that are represented
by diagonal matrices. This involves the following constructions.

Definition 3.6.6. A map χ : Φ → K× is called a K-character of Φ
if χ(−α) = χ(α)−1 and χ(α + β) = χ(α)χ(β) for all α, β ∈ Φ such
that α + β ∈ Φ. The set of all K-characters of Φ will be denoted by
XK(Φ). This set is itself an abelian group (written additively) via

(χ+ χ′)(α) := χ(α)χ′(α) (χ, χ′ ∈ XK(Φ), α ∈ Φ);
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the neutral element is the unit character, which sends each α ∈ Φ to
1K ∈ K. Given χ ∈ XK(Φ), we define a linear map h̄(χ) : L̄→ L̄ by

h̄(χ)(h̄+
j ) := h̄+

j (j ∈ I) and h̄(χ)(ē+
α ) := χ(α)ē+

α (α ∈ Φ).

We certainly have h̄(χ + χ′) = h̄(χ) ◦ h̄(χ′) for all χ, χ′ ∈ XK(Φ).
Furthermore, h̄(χ) is invertible, where h̄(χ)−1 = h̄(−χ). Thus, we
obtain a group homomorphism

XK(Φ)→ GL(L̄), χ 7→ h̄(χ),

and one immediately sees that this is injective.

Remark 3.6.7. Let χ ∈ XK(Φ). We claim that, for α ∈ Φ, we have

χ(α) =
∏
j∈I

χ(αj)nj where α =
∑
j∈I

njαj with nj ∈ Z.

This is seen as follows. First assume that α ∈ Φ+. We proceed by
induction on ht(α). If ht(α) = 1, then α = αj for some j ∈ I and the
assertion is clear. Now let ht(α) > 1. By the Key Lemma 2.3.4, there
exists some i ∈ I such that α′ := α − αi ∈ Φ+. Then the defining
condition for χ implies that χ(α) = χ(α′)χ(αi). Using induction, the
desired formula holds for χ(α). Finally, if α ∈ Φ−, then −α ∈ Φ+

and χ(α) = χ(−α)−1. Hence, the desired formula holds for α as well.
The above formula shows that χ is uniquely determined by the

values {χ(αj) | j ∈ I}. Conversely, given any collection of elements
ζ = {ζj | j ∈ I} ⊆ K×, we can define a map χζ : Φ→ K× by

χζ(α) :=
∏
j∈I

ζ
nj
j where α =

∑
j∈I njαj with nj ∈ Z.

One easily sees that χζ ∈ XK(Φ).

Example 3.6.8. Let i ∈ I and ζ ∈ K×. Then we obtain a K-
character χi,ζ ∈ XK(Φ) by setting

χi,ζ(α) := ζ〈α
∨
i ,α〉 for all α ∈ Φ.

As in Remark 3.6.7, this K-character is associated with the collection
of elements ζ = {ζaij | j ∈ I} ⊆ K×. We shall denote h̄i(ζ) :=
h̄(χi,ζ) ∈ GL(L̄); thus, for j ∈ I and α ∈ Φ, we have

h̄i(ζ)(h̄+
j ) = h̄+

j and h̄i(ζ)(ē+
α ) = ζ〈α

∨
i ,α〉ē+

α .
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We will see later that h̄i(ζ) ∈ Ḡ′. But in general, there can exist
χ ∈ XK(Φ) such that h̄(χ) 6∈ Ḡ′; see Example 3.6.11 below. (This
is one subtlety of the definition of Chevalley groups over arbitrary
fields K; it disappears when K is algebraically closed.)

Proposition 3.6.9. Let i ∈ I, ζ ∈ K and χ ∈ XK(Φ). Then
h̄(χ)x̄i(ζ)h̄(χ)−1 = x̄i(χ(αi)ζ) and h̄(χ)ȳi(ζ)h̄(χ)−1 = ȳi(χ(αi)−1ζ).

Proof. First let K = C and L̄ = L; to simplify the notation, we
omit the bars over the various symbols (like L̄, h̄(χ), . . .). Then
the defining conditions on χ imply that h(χ) ∈ Aut(L). Indeed, let
α, β ∈ Φ. If α+ β ∈ Φ, then

h(χ)
(
[e+
α , e+

β ]
)

= N+
α,βh(χ)(e+

α+β) = N+
α,βχ(α+ β)e+

α+β

= χ(α)χ(β)[e+
α , e+

β ] = [h(χ)(e+
α ), h(χ)(e+

β )],

as required. If β = −α, then h(χ)
(
[e+
α , e+

−α]
)

= (−1)ht(α)h(χ)(hα).
Since h(χ(h+

j ) = h+
j for j ∈ I, we have h(χ(hα) = hα. On the other

hand, we also have [h(χ)(e+
α ), h(χ)(e+

−α)] = χ(α)χ(−α)[e+
α , e+

−α] =
(−1)ht(α)hα. Finally, if α+β 6∈ Φ and β 6= −α, then h(χ)

(
[e+
α , e+

β ]
)

=
0 and [h(χ)(e+

α ), h(χ)(e+
β )] = 0. Similarly, one sees that h(χ) re-

spects the brackets [h+
j , e+

α ] = α(h+
j )e+

α and [h+
j , h

+
j′ ] = 0 for j, j′ ∈ I

and α ∈ Φ. Now, having shown that h(χ) ∈ Aut(L), we can apply
Lemma 3.5.9; this yields that

h(χ)xi(t)h(χ)−1 = h(χ) ◦ exp
(
t adL(ei)

)
◦ h(χ)−1

= exp
(
t adL

(
h(χ)(ei)

))
= exp

(
χ(αi)t adL(ei)

)
= xi(χ(αi)t)

for all t ∈ C. Similarly, we see that h(χ)yi(t)h(χ)−1 = yi(χ(αi)−1t).
In order to pass from C to K, we have to lift these identities to the
appropriate polynomial level. We work over the Laurent polynomial
ring O := Z[T±1, Z±1

j (j ∈ I)] in independent indeterminates T and
Zj (j ∈ I). Let Xi(T ) and Yi(T ) be the matrices associated wth xi(t)
and yi(t) as in Remark 3.5.3; we regard them as matrices in MN ′(O).
Let us write Z = (Zj | j ∈ I). Let H(Z) ∈ MN ′(O) be the diagonal
matrix with entry 1 at the diagonal position corresponding to a basis
element h+

j (j ∈ I), and entry
∏
j∈I Z

nj
j at the diagonal position

corresponding to a basis element e+
α (where α =

∑
j∈I njαj ∈ Φ).
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Then we claim that we have the following identities in MN ′(O):

H(Z) ·Xi(T ) = Xi(ZiT ) ·H(Z),

H(Z) · Yi(T ) = Yi(Z−1
i T ) ·H(Z).

To see this, let us fix a collection of elements z = (zj | j ∈ I) ⊆ C×. As
in Remark 3.6.7, we obtain a corresponding K-character χz ∈ XC(Φ);
we have χz(αj) = zj for j ∈ I. Now we note that the matrix of
h(χz) ∈ GL(L) with respect to the basis B is obtained from H(Z)
upon substituting Zj 7→ zj for all j ∈ I. Let us also fix t ∈ C.
Then, as in the previous section, the matrix of xi(t) ∈ GL(K) is
obtained from Xi(T ) upon substituting T 7→ t; similarly, the matrix
of yi(t) ∈ GL(K) is obtained from yi(T ) upon substituting T 7→ t.
Hence, we have the following identities in MN ′(C):

H(z) ·Xi(t) = Xi(zit) ·H(z),

H(z) · Yi(T ) = Yi(z−1
i t) ·H(z).

Since this holds for all t ∈ C and all collections z = (zj | j ∈ I) ⊆ C×,
we conclude that the above identities in MN ′(O) do hold, as claimed.

Now we can pass from C to K, by the usual argument. We fix
ζ ∈ K and a K-character χ ∈ XK(Φ). By Remark 3.6.7, there is
a collection ξ = (ξj | j ∈ I) ⊆ K× such that χ = χξ. We have
a canonical ring homomorphism ϕζ,ξ : O → K such that T 7→ ζ,
Zj 7→ ξj (j ∈ I) and m 7→ m·1K (m ∈ Z). Applying ϕζ,ξ to the entries
of Xi(T ), Yi(T ) and H(Z), we obtain the matrices of x̄i(ζ), ȳi(ζ)
and h̄(χ), respectively. Then the above identities between matrices
over MN ′(O) imply analogous identities between matrices over K.
Finally, the latter identities mean that h̄(χ)x̄i(ζ) = x̄i(χ(αi)ζ)h̄(χ)
and h̄(χ)ȳi(ζ) = ȳi(χ(αi)−1ζ)h̄(χ), as desired. �

Definition 3.6.10 (Chevalley [9, p. 37]). We define Ḡ ⊆ GL(L̄) to
be the subgroup generated by Ḡ′ (as in Definition 3.5.5) and all the
elements h̄(χ), where χ ∈ XK(Φ). By Proposition 3.6.9, the genera-
tors of Ḡ′ are normalised by all h̄(χ) (χ ∈ XK(Φ)). Consequently, Ḡ′
is a normal subgroup of Ḡ and

Ḡ = {gh̄(χ) | g ∈ Ḡ′, χ ∈ XK(Φ)}.

Since all h̄(χ) commute with each other, Ḡ/Ḡ′ is abelian.
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Example 3.6.11. Let L = sl2(C) with the usual basis {e, h, f}. Then
H = 〈h〉C and Φ = {±α}, where α ∈ H∗ is defined by α(h) = 2. By
Remark 3.6.7, we have XK(Φ) = {χξ | ξ ∈ K×} where χξ(α) := ξ.
Let B = {e,−h,−f} as in Example 3.5.4. Then the matrix H̄(ξ) of
h̄(χξ) ∈ GL(L̄) with respect to B̄ is given by

H̄(ξ) =

(
ξ 0 0
0 1 0
0 0 ξ−1

)
.

On the other hand, using the calculations in Exercise 1.2.15, one
checks that h̄(χξ) ∈ Ḡ′ if and only if ξ is a square in K×. (We leave
this verification as an exercise for the reader.)

Lemma 3.6.12. Assume that K is algebraically closed. Then, for
any χ ∈ XK(Φ), we have h̄(χ) ∈ 〈h̄i(ζ) | i ∈ I, ζ ∈ K×〉 ⊆ GL(L̄).

Proof. As in Remark 3.6.7, we have χ = χζ for a suitable collection
of elements ζ = (ζj | j ∈ I) ⊆ K×. Then χ(αj) = ζj for j ∈ I. For
l ∈ I define χl ∈ XK(Φ) by χl(αl) := ζl and χl(αi) := 1 for i 6= l.
Then χ =

∑
l∈I χl and, hence, h̄(χ) =

∏
l∈I h̄(χl). So it is sufficient

to prove the assertion for h̄(χl), where l ∈ I is fixed.
Now, since the structure matrix A = (aij)i,j∈I of L has a non-zero

determinant, there exists numbers ri ∈ Q such that∑
i∈I

riaij =
{

1 if j = l,

0 if j 6= l.

Let n ∈ Z>0 be such that nri ∈ Z for all i ∈ I. SinceK is algebraically
closed, there exists some ξ ∈ K× such that ξn = ζl. Now consider

χ′ :=
∑
i∈I

nriχi,ξ ∈ XK(Φ) (with χi,ξ as in Example 3.6.8).

Since χi,ξ(αj) = ξ〈α
∨
i ,αj〉 = ξaij for j ∈ I, we obtain

χ′(αj) =
∏
i∈I

ξnriiaij = ξn
∑
i∈I riaij =

{
ξn if j = l,

1 if j 6= l.

Hence, we have χl = χ′ and so h̄(χl) = h̄(χ′) =
∏
i∈I h̄i(ξnri). �

The above argument also shows that the assumption on K can
be dropped if det(A) = ±1. The exact relation between Ḡ′ and Ḡ is
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rather subtle. It turns out that h̄i(ζ) ∈ Ḡ′ for all i ∈ I and ζ ∈ K×.
Consequently, if K is algebraically closed, then h̄(χ) ∈ Ḡ′ for all
χ ∈ XK(Φ), and so Ḡ′ = Ḡ.

Suggestions for further reading

Systematic descriptions of the irreducible root systems of the various
types can be found in Bourbaki [4, VI, §4, no. 4.4–4.13]; see also
Benson–Grove [2, §5.3] for explicit constructions and algorithms.

See Kac [21, §1.9] for some notes about the historical develop-
ment of the study of Kac–Moody Lie algebras. The appendix of
Moody–Pianzola [25] contains a much more thorough discussion of
Example 3.3.2. The idea of replacing C by a ring of Laurent polyno-
mials can be generalised to all Lie algebras of Cartan–Killing type;
see, e.g., Carter [7, Chap. 18] for a detailed exposition.

There are several other proofs of the important Existence Theo-
rem 3.3.10:

• Via free Lie algebras and definitions in terms of generators
and relations. See Jacobson [19, Chap. VII, §4], Serre [27,
Chap. VI, Appendix] (and also [18, §18] for further details).

• Via explicit descriptions of structure constants. There is
an elegant way to do this for A of simply-laced type; the
remaining cases are obtained by a “folding” procedure. See
Kac [21, §7.8, §7.9]. For a general approach see Tits [29].

• Via explicit constructions in all cases. Historically, this is
the original method. For the classical types An, Bn, Cn,
Dn, we have seen this already.

The ChevLie package presented in Section 3.4 is one example of a
whole variety of software packages for Lie theory. The computer alge-
bra systems GAP (http://www.gap-system.org) and Magma (http:
//magma.maths.usyd.edu.au/magma/) contain large packages for Lie
theory.

One important fact (that we did not have the time to prove here)
is that Ḡ′ is almost always a simple group. At the time of Chevalley’s
article [9], this gave several new classes of finite simple groups, the



Suggestions for further reading 151

complete list of which is seen on the next page. The finitely many
exceptions only occur when K is a finite field with 2 or 3 elements.
More precisely, there are the following four cases where G′ is not
simple. Suppose first that |K| = 2. If L is of type A1, then G′

has order 6 and is isomorphic to the symmetric group S3; if L is of
type B2, then G′ has order 720 and is isomorphic to the symmetric
group S6; if L is of type G2, then G′ has order 12096 and there is a
simple normal subgroup of index 2. The last exception occurs when
|K| = 3 and L is of type A1, in which case G′ has order 12 and is
isomorphic to the alternating group A4. For details see Chevalley [9,
Théorème 3 (p. 63)], Carter [6, §11.1] or Steinberg [28, Chapter 4].

In general, Carter [6] and Steinberg [28] are standard references
for the further theory of Chevalley groups. In an equally famous
“Séminaire” (1956–1958) directed by Chevalley, it was shown that,
over an algebraically closed field k, the Chevalley groups Ḡ′ are essen-
tially the only semisimple algebraic groups, where the term “algebraic
group” is meant in the context of algebraic geometry. See:
C. Chevalley, Classification des groupes algébriques semi-simples,
Collected works. Vol. 3. Edited and with a preface by P. Cartier.
With the collaboration of P. Cartier, A. Grothendieck and M. Lazard.
Springer-Verlag, Berlin, 2005.
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