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Abstract. This paper considers Weyl modules for a simple, simply connected algebraic
group over an algebraically closed field k of positive characteristic p 6= 2. The main
result proves, if p ≥ 2h− 2 (where h is the Coxeter number) and if the Lusztig character
formula holds for all (irreducible modules with) regular restricted highest weights, then
any Weyl module ∆(λ) has a ∆p-filtration, namely, a filtration with sections of the form

∆p(µ0 + pµ1) := L(µ0) ⊗ ∆(µ1)[1], where µ0 is restricted and µ1 is arbitrary dominant.
In case the highest weight λ of the Weyl module ∆(λ) is p-regular, the p-filtration is
compatible with the G1-radical series of the module. The problem of showing that Weyl
modules have ∆p-filtrations was first proposed as a worthwhile (“wünschenswert”) problem
in Jantzen’s 1980 Crelle paper.

1. Introduction

Let G be a simple, simply connected algebraic group defined and split over a prime field
Fp. For a dominant weight λ, let ∆(λ) be the Weyl module for G of highest weight λ. It has
dimension and character given by Weyl’s dimension and character formulas, respectively,
reflecting the fact that it arises through a standard reduction mod p process from a minimal
admissible lattice in the irreducible module LC(λ) for the complex simple Lie algebra of the
same type as G. Given a dominant weight µ, write µ = µ0 + pµ1, where µ0 (resp., µ1)

is a restricted (resp., arbitrary) dominant weight. Put ∆p(µ) := L(µ0) ⊗∆(µ1)[1], where,

in general, given a rational G-module V , V [1] denotes the rational G-module obtained by
making G act on V through the Frobenius morphism F : G → G. An old question, going
back to Janzten’s 1980 Crelle paper [16], asks if every Weyl module ∆(λ) has a ∆p-filtration,
i. e., a filtration by G-submodules with sections isomorphic to modules of the form ∆p(µ).
In his paper, Jantzen gave a positive answer to this question when λ is “generic” in the
sense of being sufficiently far from the walls, and in the cases when G ∼= SL2 or SL3. See
[16, Thm. 3.8, Rem. 3.8(2), 3.13]. (There is also the dual notion of a ∇p-filtration, using

modules ∇p(µ) := L(µ0)⊗∇(µ1)[1]; see (2.0.2) below.)
The main theorem, Theorem 5.1, of this paper establishes that, if p ≥ 2h− 2 is an odd1

prime (where h = (ρ, α∨0 ) + 1 is the Coxeter number of G), and if the Lusztig character
formula holds for all regular restricted weights, then every Weyl module ∆(λ) has a ∆p-
filtration. A surprising feature of the proof is that the ∆p-filtration is, in the case of Weyl
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1The assumption that p is odd is just a convenience, since p = 2 ≥ 2h − 2 means G = SL2, where the

question on p-filtrations has an easy and positive answer.
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Here we are using the fact that M̃ is an ÃΓ-lattice, by the discussion before the theorem.

Since dim(grM̃K)r = dimMr̃, an induction on r proves that each Mr̃ has a ∆red-filtration.
Conversely, assume that each Ms̃ has an ∆red-filtration. Then tracing back through the

above discussion, we recover the Ext1-vanishing in the statement of the theorem. We leave
further details to the reader. �

Finally, we have the following result. It is a consequence of Theorem 4.4, since the Ext1-
vanishing in Theorem 4.5 implies the vanishing condition in Theorem 4.4; see [10, Lem.
1.5.2(c)].

Theorem 4.5. Suppose the AΓ-module M has a tight lifting. Then Ms̃ has a ∆red-filtration,
for each s ≥ 0, provided that

Ext1
g̃rA(g̃rM, g̃r �Q](µ)) = 0, ∀µ ∈ Γ.

5. p-filtrations of Weyl modules

Let G be a simple, simply connected algebraic group over an algebraically closed field
k of positive characteristic p. Making use of the results obtained, we prove the following
theorem. The cases s = 0, 1 are consequences of earlier work in [23] and [12] which inspired
the present paper.

Theorem 5.1. Assume that p ≥ 2h − 2 is an odd prime and that the LCF holds for any
γ ∈ Xreg(T )+. Given any γ ∈ Xreg(T )+, each section ∆(γ)s̃, s ∈ N, viewed as a rational

G-module has a ∆red-filtration. In particular, ∆(γ) has a ∆red = ∆p-filtration.

Proof. It suffices to verify the hypothesis of Theorem 4.4 for M = ∆(γ). First, Corollary 3.9

implies that ∆̃(γ) is an ã-tight lifting of ∆(γ). Thus, ∆̃(γ) has a Ã-tight lifting by Corollary
3.8. Finally, to check the Ext1-condition (4.0.25), observe that Corollary 3.3 implies the

grÃ-module gr�Q̃](µ), µ ∈ Γ, has a filtration by costandard modules (namely, the various

gr∇̃(τ)), for the QHA grÃ. Thus, the Ext1-group vanishes. �

Remark 5.2. Section 7 shows, in view of the above proof, that it is enough in Theorem
5.1 to assume that the LCF holds for any γ ∈ Xreg(T )+ satisfying γ < λ.

By [12, Lemma 3.1(b)], a Jantzen translation functor carries a ∆p(λ) to either the 0
module or to another module of the form ∆p(µ). Since these functors are exact, we conclude
the following.

Corollary 5.3. Assume that p ≥ 2h−2 is an odd prime and that the LCF formula holds for
all regular, restricted weights. Then for any γ ∈ X(T )+, ∆(γ) has a ∆red = ∆p-filtration.

Using the following lemma, we can recast Theorem 5.1 using G1-radical series. We
continue to assume in the rest of this section that p ≥ 2h − 2 is an odd prime and that

the LCF holds for all regular, restricted weights. For µ0 ∈ X1(T ), let Q1(µ0) = Q̂1(µ0)|G1 .
Also, u = u(g) is the restricted enveloping algebra of the Lie algebra g of G.

Lemma 5.4. Let µ0 ∈ X1(T ) ∩Xreg(T )+. For n ≥ 0, we have

(5.0.28) Q̃ζ(µ0) ∩ radnuζ Qζ(µ0) ∼= radnu(g)Q1(µ0).
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ON p-FILTRATIONS OF WEYL MODULES 7

(Weyl’s character). Assuming that p > h, then the irreducible, finite dimensional Uζ-
modules Lζ(λ) have characters satisfying ch Lζ(λ) = χKL(λ). See [28, §7] for a detailed
discussion and further references. It will often be convenient to denote Lζ(λ) by LK(λ).

As discussed in [12], given λ ∈ X(T )+, there exist admissible lattices ∆̃ζ(λ) and ∇̃ζ(λ) for

∆ζ(λ) and ∇ζ(λ), respectively, so that ∆̃ζ(λ)/π∆̃ζ(λ) ∼= ∆(λ) and ∇̃ζ(λ)/π∇̃ζ(λ) ∼= ∇(λ).

The lattice ∆̃ζ(λ) is generated as a Ũζ-module by a highest weight vector in ∆ζ(λ). In the

sequel, we often denote ∆̃ζ(λ) simply by ∆̃(λ) and ∆ζ(λ) by ∆K(λ).
Given λ ∈ X(T )+, fix a highest weight vector v+ ∈ Lζ(λ). Then there is a unique

admissible lattice ∆̃red(λ) (resp., ∇̃rad(λ)) of Lζ(λ) which is minimal (resp., maximal) with

respect to all admissible lattices L̃ such that L̃∩Lζ(λ)λ = Ov+. For example, put ∆̃red(λ) =

Ũζ ·v+. By abuse of notation, we call ∆̃red(λ) (resp., ∇̃rad(λ)) the minimal (resp., maximal)

lattice of Lζ(λ). Any two “minimal” (resp., “maximal”) lattices are isomorphic as Ũζ-
modules.

For λ ∈ X(T )+, put

∆red(λ) := ∆̃red(λ)/π∆̃red(λ) and ∇red(λ) := ∇̃rad(λ)/π∇̃rad(λ).

Since the LCF holds for Uζ if p > h,

ch ∆red(λ) = ch ∇red(λ) = χKL(λ).

Proposition 2.4. (a) ([19, Thm. 2.7] or [12, Prop. 1.78]) Assume that µ = µ0 + pµ1 ∈
X(T )+ for µ0 ∈ X1(T ) and µ1 ∈ X(T )+. Then ∆red(µ) ∼= ∆red(µ0) ⊗ ∆(µ1)[1] and

∇red(µ) ∼= ∇red(µ0)⊗∇(µ1)[1].
(b) Assume that p ≥ 2h− 2. Then, given any µ ∈ X(T )+, ∆red(µ) (resp., ∇red(µ)) has

a ∆p-filtration (resp., ∇p-filtration). In particular, Ext1
G(V,Q](λ)) = 0 for all λ ∈ X(T )+

and any V ∈ G–mod having a ∆red-filtration.

Proof. It suffices to prove statement (b). By (a) and its notation, ∆red(µ) ∼= ∆red(µ0) ⊗
∆(µ)1]. Any tensor product ∆(γ)[1]⊗∆(δ)[1] ∼= (∆(γ)⊗∆(δ))[1] has a filtration with sections

∆(ω)[1]. Thus, it suffices to show that ∆red(µ0) has a ∆p-filtration. Because p ≥ 2h−2, any
restricted dominant weight belongs to the Janzten region, which consists of all λ ∈ X(T )+

satisfying (λ + ρ, α∨0 ) ≤ p(p − h + 2). If L(τ) is a composition factor of ∆red(µ0), then
τ ≤ µ0, so τ also lies in the Jantzen region. Therefore, writing τ = τ0 + pτ1 (τ0 ∈ X1(T ),
τ1 ∈ X(T )+), it follows that τ1 lies in the bottom p-alcove C (see [17, II, §6.2]). Hence,

L(τ1) ∼= ∆(τ1), so that L(τ) ∼= L(τ0) ⊗ L(τ1)[1] ∼= L(τ0) ⊗ ∆(τ1)[1] ∼= ∆p(τ), as required.
The final assertion follows from Lemma 2.1(b). �

Part (c) in the next result is an immediate consequence of part (a) of the above proposition
and the validity of the LCF for Uζ as long as p > h.

Corollary 2.5. (a) Let µ ∈ X(T )+, and let M̃ be a Ũζ-lattice, and set M := (M̃)k as

usual. Assume M̃K = Lζ(µ) and that L(µ) is the G-socle of M . Then M ∼= ∇red(µ).

(b) Similarly, for µ ∈ X(T )+, and assume M̃ is a Ũζ-lattice such that M̃K
∼= Lζ(µ) and

such that the head of M is L(µ) as a G-module. Then M ∼= ∆red(µ).
(c) Assume that p > h is a prime. The LCF holds for G for all irreducible modules

having restricted highest weights if and only if ∆red(µ) = ∆p(µ), for all µ ∈ X(T )+.
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ON p-FILTRATIONS OF WEYL MODULES 3

As noted above, the problem of find a ∆p-filtration for Weyl modules was first proposed
by Jantzen [16, p. 173], who obtained several positive results in his paper. In addition,
Jantzen observed that for p ≥ 2h−2, the character of the Weyl module could be written as a
non-negative linear combination of the characters of modules ∆p(µ). Under the p ≥ 2h− 2
assumption, Andersen proposed in [1] a positive solution. While providing worthwhile
connections to other problems and conjectures, his proposed solution was later withdrawn
[2]. To our knowledge, there has been no further progress since Andersen’s work, though
Parker obtained in [22] an interesting extension of Jantzen’s SL3 work to quantum GL3 at
a root of unity ` ≥ 2 over fields of arbitrary characteristic.

Notation

The following notation related to a p-modular system will be used throughout the paper.

(1) (K,O, k): p-modular system. Thus, O is a DVR with maximal ideal m = (π),
fraction field K, and residue field k.

(2) Ã: O-algebra which is finite and free over O. Let ÃK := K ⊗O Ã and A := k⊗O Ã.

More generally, if M̃ is an Ã-module, put M̃K := K⊗O M̃ and M = M̃k := k⊗O M̃ .

Sometimes, M̃k is also denoted M̃ . Often M̃ will be finite and free over O—namely,

a lattice for O (or Ã).

(3) Let M̃ be an Ã-lattice. Put r̃ad nM̃ := M̃ ∩ radn M̃K , where radn M̃K denotes the

nth-radical of the ÃK-module M̃K . Of course, radn M̃K = (radn ÃK)M̃K .

Dually, let s̃oc−nM̃ := soc−n M̃K ∩ M̃ , n = 0, 1, · · · , where {soc−n M̃K}n is the

socle series of M̃K .

(4) Again, let M̃ is an Ã-lattice. grM̃ :=
⊕

n≥0 r̃ad nM̃/r̃ad n+1M̃ , viewed as a (pos-

itively) graded module for the O-algebra grÃ :=
⊕

n≥0 r̃ad nÃ/r̃ad n+1Ã. Notice

that grÃ is finite and free over O, and that grM̃ is a grÃ-lattice.

Dually, let gr�M̃ :=
⊕

n≥0 s̃oc−nM̃/s̃oc−n+1M̃ , regarded as a negatively graded

grÃ-lattice. Observe that, taking O-duals, (gr�M̃)∗ = (grM̃∗) as (grÃ)op-lattice.

(5) We say that a Ã-lattice M̃ is Ã-tight (or just tight, if Ã is clear from context) if

(1.0.1) (r̃ad nÃ)M̃ = r̃ad nM̃, ∀n ≥ 0.

Clearly, if M̃ is also Ã-projective, then it is tight. (We will see that many other
lattices can be tight.)

(6) Now let ã be an O-subalgebra of Ã. Then items (2)–(5) all make perfectly good sense

using ã in place of Ã. If M̃ is an Ã-lattice, then it is an ã-lattice. In our applications

later, it will usually be the case that (radn ãK)ÃK = radn ÃK , for all n ≥ 0; see

(3.0.13). In that case, if M̃ is an Ã-lattice, then r̃ad nM̃ can be constructed viewing

M̃ as an Ã-lattice or as an ã-lattice. Both constructions lead to identical O-modules.
Ambiguities of a formal nature may still arise as to whether it is more appropriate

to use ã or Ã, but are generally resolved by context. Similar remarks apply for grM̃ .

Often the Ã-tightness of M̃ is the same as its ã-tightness; see Corollary 3.8.
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grÃ-lattice. Observe that, taking O-duals, (gr�M̃)∗ = (grM̃∗) as (grÃ)op-lattice.
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Parker obtained in [22] an interesting extension of Jantzen’s SL3 work to quantum GL3 at
a root of unity ` ≥ 2 over fields of arbitrary characteristic.

Notation

The following notation related to a p-modular system will be used throughout the paper.

(1) (K,O, k): p-modular system. Thus, O is a DVR with maximal ideal m = (π),
fraction field K, and residue field k.

(2) Ã: O-algebra which is finite and free over O. Let ÃK := K ⊗O Ã and A := k⊗O Ã.

More generally, if M̃ is an Ã-module, put M̃K := K⊗O M̃ and M = M̃k := k⊗O M̃ .

Sometimes, M̃k is also denoted M̃ . Often M̃ will be finite and free over O—namely,

a lattice for O (or Ã).

(3) Let M̃ be an Ã-lattice. Put r̃ad nM̃ := M̃ ∩ radn M̃K , where radn M̃K denotes the

nth-radical of the ÃK-module M̃K . Of course, radn M̃K = (radn ÃK)M̃K .

Dually, let s̃oc−nM̃ := soc−n M̃K ∩ M̃ , n = 0, 1, · · · , where {soc−n M̃K}n is the

socle series of M̃K .

(4) Again, let M̃ is an Ã-lattice. grM̃ :=
⊕

n≥0 r̃ad nM̃/r̃ad n+1M̃ , viewed as a (pos-

itively) graded module for the O-algebra grÃ :=
⊕

n≥0 r̃ad nÃ/r̃ad n+1Ã. Notice

that grÃ is finite and free over O, and that grM̃ is a grÃ-lattice.

Dually, let gr�M̃ :=
⊕

n≥0 s̃oc−nM̃/s̃oc−n+1M̃ , regarded as a negatively graded

grÃ-lattice. Observe that, taking O-duals, (gr�M̃)∗ = (grM̃∗) as (grÃ)op-lattice.

(5) We say that a Ã-lattice M̃ is Ã-tight (or just tight, if Ã is clear from context) if

(1.0.1) (r̃ad nÃ)M̃ = r̃ad nM̃, ∀n ≥ 0.

Clearly, if M̃ is also Ã-projective, then it is tight. (We will see that many other
lattices can be tight.)

(6) Now let ã be an O-subalgebra of Ã. Then items (2)–(5) all make perfectly good sense

using ã in place of Ã. If M̃ is an Ã-lattice, then it is an ã-lattice. In our applications

later, it will usually be the case that (radn ãK)ÃK = radn ÃK , for all n ≥ 0; see

(3.0.13). In that case, if M̃ is an Ã-lattice, then r̃ad nM̃ can be constructed viewing

M̃ as an Ã-lattice or as an ã-lattice. Both constructions lead to identical O-modules.
Ambiguities of a formal nature may still arise as to whether it is more appropriate

to use ã or Ã, but are generally resolved by context. Similar remarks apply for grM̃ .

Often the Ã-tightness of M̃ is the same as its ã-tightness; see Corollary 3.8.
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Lemma 3.5. Let M̃ be an ã-lattice. There is a natural map g̃r M̃ → grM̃ of grã-modules.

The lattice M̃ is ã-tight if and only if this map is surjective. Moreover, if the map is

surjective, then it is an isomorphism of grã-modules, and there is a physical equality g̃r M̃ =

grM̃ .

Proof. There is an evident, natural inclusion

(3.0.16) (r̃ad nã)M̃ ↪→ radn M̃K ∩ M̃

for all n ≥ 0, by the definition above of the left hand side. The term radn M̃K on the

right hand side may be viewed as constructed in ÃK-mod or in ãK-mod, using (3.0.13).

This defines a natural map g̃r M̃ → grM̃ . When M̃ is ã-tight, the inclusion (3.0.16) is an

equality (by the ã-version of (1.0.1)). This gives a physical equality between g̃r M̃ and grM̃
as grã-modules (and certainly a surjection).

Conversely, assume the above natural map is surjective. Choose n � 0 so that (3.0.16)
is an equality; for example, we can guarantee that both sides are 0. Using the fact that

(g̃r M̃)n−1 maps onto (grM̃)n−1, we can conclude that equality in (3.0.16) also holds for
n− 1. The converse now follows by an evident induction. �

We will see later in Corollary 3.8 that the following lemma holds if Λ is replaced by any
poset ideal. However, the lemma is used implicitly in the proof of the corollary.

Lemma 3.6. Let P̃ be a projective indecomposable module for Ã = ÃΛ. Then P̃ is ã-tight.

Equivalently, g̃r P̃ = grP̃ .

Proof. If Λ′ is a larger poset containing Λ as a ideal, we can write P̃ = P̃ ′Λ where P̃ ′ is

a projective indecomposable for the quasi-hereditary algebra Ã′ associated with the larger

poset Λ′. By construction the algebra ã means the same in Ã and in ÃΛ′ . It is easy to

arrange that P̃ ′ is ã-projective. (For example, take Λ′ to be the poset of pr-bounded weights

in the sense of [17, II.11] and take P̃ ′ to be a Gr-projective indecomposable. Here r is taken
large enough so that Λ ⊆ Λ′.)

Thus, P̃ ′ is ã-tight. Consider the commutative diagram

grP̃ ′ (grP̃ ′)Λ gr(P̃ ′Λ)

g̃r P̃ ′ g̃r (P̃ ′Λ)-

6 6

-- -∼

The right hand map on the upper horizontal row is an isomorphism using (3.0.12), after
changing the names of the posets. The left hand map on the upper horizontal row is
surjective by its definition. The left hand vertical map is an isomorphism by Lemma 3.5.
Thus, the right hand vertical map is a surjection. Now apply Lemma 3.5 again. �

Corollary 3.7. Let Ã = ÃΛ.

(a) Ã is a tight ã-module, i. e.,

(3.0.17) (r̃ad nã)Ã = r̃ad nÃ = radn ÃK ∩ Ã = (radn ãK)ÃK ∩ Ã, ∀n ≥ 0.
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Thus, g̃r Ã = grÃ as (graded) O-modules. In particular, g̃r Ã is naturally an O-algebra,

isomorphic (and even equal) to grÃ.

(b) For n ≥ 0, Ã(r̃ad nã) = (r̃ad nã)Ã. This also (directly) gives g̃r Ã an O-algebra

structure, necessarily agreeing with that in part (a) above. In addition, for any Ã-module M̃ ,

g̃r M̃ is a natural grÃ = g̃r Ã-module. If M̃ is Ã-lattice, then the natural map g̃r M̃ → grM̃

of grã-modules in Lemma 3.5 is a map of grÃ-modules.

(c) g̃rA is a k-algebra, naturally isomorphic to (g̃r Ã)k. If M̃ is any Ã-module, then

(g̃r M̃)k is naturally as g̃rA-module. In particular, if M is an A-module, then g̃rM is
naturally a g̃rA-module.

Proof. (a) follows because Ã is a direct sum of projective indecomposable modules P̃ which

are all ã-tight by Lemma 3.6. Hence, Ã is tight.

Now we prove (b). By (a), Ã is ã-tight, so that (r̃ad nã)Ã = r̃ad nÃ = radn ÃK ∩ Ã as a

left Ã-submodule of Ã. Thus,

Ã(r̃ad nã) ⊆ Ã(r̃ad nã)Ã = (r̃ad nã)Ã.

The reverse containment holds by an evident argument working with right modules. This
verifies the first assertion in (b), and we leave the other assertions to the reader.

Finally, (c) follows easily from (b). �

Now we have the following result.

Corollary 3.8. Let M̃ be an Ã-lattice.

(a) M̃ is Ã-tight if and only if M̃ is ã-tight.
(b) There is a natural map

(3.0.18) g̃r M̃ −→ grM̃

factoring in grade n ∈ N as

(3.0.19) (g̃r M̃)n ∼=
(r̃ad nã)M̃ + πM̃

(radn+1 ã)M̃ + πM̃
−→ r̃ad nM̃ + πM̃

r̃ad n+1M̃ + πM̃
∼= (grM̃)n.

(c) If M̃ is Ã- (or ã-) tight, then g̃r M̃ = grM̃ . Also, the map (3.0.18) is an isomorphism

(3.0.20) g̃r M̃ ∼= grM̃.

(d) Conversely, if (3.0.18) gives an isomorphism (3.0.20), then M̃ is ã-tight.

Proof. For (a), Corollary 3.7(a) says that (r̃ad nã)Ã = r̃ad nÃ, for all n, and hence that

(r̃ad nã)M̃ = (r̃ad nÃ)M̃ for all n. Also, r̃ad nM̃ = M̃ ∩radn M̃K agrees with its counterpart

for ã, since (rad ãK)ÃK = rad ÃK by (3.0.13). Hence, M̃ is ã-tight if and only if it is Ã-tight.
(b) The left hand isomorphism in (3.0.19) is obtained from the definition of g̃r and the

“first isomorphism theorem.” The middle map is obtained from the inclusion (r̃ad nã)M̃ ⊆
r̃ad nM̃ and its n+ 1-analog. The right hand isomorphism is a consequence of the purity of

r̃ad nM̃ in M̃ . This proves (b).
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ã is the image of the (integral) small quantum group ũζ in ÃΛ. Also, a := ãk is isomorphic
(through the natural surjection) to the sum of the regular blocks in the restricted enveloping
algebra u of G.

Let M be an a-module. For a non-negative integer r, let, in the notation of (3.0.14),

(4.0.21) Mr̃ := (g̃rM)r = F̃ rM/F̃ r+1M = (r̃ad rã)M/(r̃ad r+1ã)M.

(This is a slight abuse of notation. We will not use the symbol “r̃”, for an integer r,
except as a subscript as above.) If M is an A-module, then Mr̃ is also an A-module (with

F̃>0A := Σn>0F
nA acting trivially).

Put s̃oc−nM := {x ∈M | F̃nx = 0}, and set

(4.0.22) g̃r �M :=
⊕
n≥0

s̃oc−n−1M/s̃oc−nM

with the index n giving the degree −n term. (Thus, g̃r �M is negatively graded.) If M is
an A-module, then g̃r �M is a graded g̃rA-module.

Lemma 4.1. Let µ ∈ Γ.
(a) ∇p(µ) is naturally isomorphic to the a-socle of Q](µ) and also naturally isomorphic

of g̃r a-socle of gr�Q](µ).
(b) There are inclusions

∇p(µ) ⊆ ∇red(µ) ⊆ s̃oc−1Q](µ)

of A-modules.
(c) Assume the LCF holds on X1(T ). Then the inclusions in (b) are equalities for all

µ ∈ Γ.

Proof. The first claimed isomorphism in (a) is clear from the definitions. For the second
isomorphism, it suffices to prove the dual statement that the a-head of P ](µ) is isomorphic

to the g̃r a-head of g̃rP ](µ). (Both heads are a/(r̃ad ã)a = (g̃r a)0-modules.) The a-head of
P ](µ) is P ](µ)/ rad aP ](λ), a homomorphic image of g̃rP ](µ)0. To check that this natural
homomorphism induces an isomorphism on heads, it is enough to check the corresponding
statement with P ](µ) replaced by a, since P ](µ) is a-projective. Here, however, it is obvious.
Thus, (a) is proved.

To see (b), observe that the first inclusion follows from the definitions. Next, we assert
that ∇red(µ) ⊆ Q](µ). We can assume that µ ∈ X1(T ), using Proposition 2.4(a). By
Proposition 2.3(b), Q](µ) has a∇red-filtration and G-socle L(µ). Thus, ∇(µ) is a submodule

of Q](µ). On the other hand, ∇red(µ) ⊆ ∇(µ), proving our assertion. Finally, r̃ad a acts
trivially on ∇red(µ), since this module arises by base change from a lattice in an irreducible

ÃK-module. Thus, the second containment holds.
Finally, observe that the validity of the LCF implies the heads of ãK and a have the same

dimensions. Thus, the nilpotent ideal (r̃ad ã)k has codimension equal to that of rad a, so

must be equal to rad a. Therefore, s̃oc−1Q](µ) is the a-socle of Q](µ), namely, ∇p(µ). This
clearly implies (c). �

We now assume for the rest of this section that the LCF holds for all irreducible modules
L(γ), γ ∈ X1(T ). Equivalently, by Corollary 2.5, ∆red(λ) = ∆p(λ), for all λ ∈ X(T )+.
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Here we are using the fact that M̃ is an ÃΓ-lattice, by the discussion before the theorem.

Since dim(grM̃K)r = dimMr̃, an induction on r proves that each Mr̃ has a ∆red-filtration.
Conversely, assume that each Ms̃ has an ∆red-filtration. Then tracing back through the

above discussion, we recover the Ext1-vanishing in the statement of the theorem. We leave
further details to the reader. �

Finally, we have the following result. It is a consequence of Theorem 4.4, since the Ext1-
vanishing in Theorem 4.5 implies the vanishing condition in Theorem 4.4; see [10, Lem.
1.5.2(c)].

Theorem 4.5. Suppose the AΓ-module M has a tight lifting. Then Ms̃ has a ∆red-filtration,
for each s ≥ 0, provided that

Ext1
g̃rA(g̃rM, g̃r �Q](µ)) = 0, ∀µ ∈ Γ.

5. p-filtrations of Weyl modules

Let G be a simple, simply connected algebraic group over an algebraically closed field
k of positive characteristic p. Making use of the results obtained, we prove the following
theorem. The cases s = 0, 1 are consequences of earlier work in [23] and [12] which inspired
the present paper.

Theorem 5.1. Assume that p ≥ 2h − 2 is an odd prime and that the LCF holds for any
γ ∈ Xreg(T )+. Given any γ ∈ Xreg(T )+, each section ∆(γ)s̃, s ∈ N, viewed as a rational

G-module has a ∆red-filtration. In particular, ∆(γ) has a ∆red = ∆p-filtration.

Proof. It suffices to verify the hypothesis of Theorem 4.4 for M = ∆(γ). First, Corollary 3.9

implies that ∆̃(γ) is an ã-tight lifting of ∆(γ). Thus, ∆̃(γ) has a Ã-tight lifting by Corollary
3.8. Finally, to check the Ext1-condition (4.0.25), observe that Corollary 3.3 implies the

grÃ-module gr�Q̃](µ), µ ∈ Γ, has a filtration by costandard modules (namely, the various

gr∇̃(τ)), for the QHA grÃ. Thus, the Ext1-group vanishes. �

Remark 5.2. Section 7 shows, in view of the above proof, that it is enough in Theorem
5.1 to assume that the LCF holds for any γ ∈ Xreg(T )+ satisfying γ < λ.

By [12, Lemma 3.1(b)], a Jantzen translation functor carries a ∆p(λ) to either the 0
module or to another module of the form ∆p(µ). Since these functors are exact, we conclude
the following.

Corollary 5.3. Assume that p ≥ 2h−2 is an odd prime and that the LCF formula holds for
all regular, restricted weights. Then for any γ ∈ X(T )+, ∆(γ) has a ∆red = ∆p-filtration.

Using the following lemma, we can recast Theorem 5.1 using G1-radical series. We
continue to assume in the rest of this section that p ≥ 2h − 2 is an odd prime and that

the LCF holds for all regular, restricted weights. For µ0 ∈ X1(T ), let Q1(µ0) = Q̂1(µ0)|G1 .
Also, u = u(g) is the restricted enveloping algebra of the Lie algebra g of G.

Lemma 5.4. Let µ0 ∈ X1(T ) ∩Xreg(T )+. For n ≥ 0, we have

(5.0.28) Q̃ζ(µ0) ∩ radnuζ Qζ(µ0) ∼= radnu(g)Q1(µ0).
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This is a Ũζ-module, and also ÃΛ-lattice, because of our requirements on Λ. Similarly, we

can define a ÃΛ-lattice (or a Ũζ,Λ-module)

(2.0.8) Q̃](γ) := Q̃](γ0)⊗ ∇̃(γ1)[1]

As a consequence of this discussion, we have the following result.

Proposition 2.6. Assume that p ≥ 2h − 2 is an odd prime. Let Γ be a finite, non-empty
ideal in Xreg(T )+ and let Λ be as above.

(a) The modules defined in (2.0.7) and (2.0.8) satisfy{
P̃ ](γ) ∼= P ](γ);

Q̃](γ) ∼= Q](γ)

for all γ ∈ Γ, where Q](γ) and P ](γ) are defined as in (2.0.3).

(b) For γ ∈ Γ, P̃ ](γ) has a ∆̃-filtration and Q̃](γ) has a ∇̃-filtration.

Proof. Part (a) follows from the construction of P̃ ](γ) and Q̃](γ). To see (b), first observe
that by Proposition 2.3 that P ](γ) has a ∆-filtration. Therefore, by (the dual version of)
[17, II.4.16(b)], Ext1

AΛ
(P ](λ),∇(µ)) = Ext1

G(P ](λ),∇(µ)) = 0, for all µ ∈ Λ. By a standard

base change result [10, Lem. 1.5.2(c)], this implies that Ext1
ÃΛ

(P̃ ](λ), ∇̃(µ)) = 0, for all

µ ∈ Λ. Therefore, Proposition 6.1 in Appendix I (§6) implies that P̃ ](λ) has a ∆̃-filtration.

A dual argument works to show that each Q̃](γ) has a ∇̃-filtration. �

3. A summary of previous results; new results on tight modules

This section begins by summarizing various results from [7], [13], [25]. Then we establish
some important (and new) facts concerning tight modules. All this will be needed later for
the main results of the paper. Throughout fix an odd prime p satisfying p ≥ 2h − 2. The
size restriction on p is only needed in order to quote the graded results in [25].

Let Λ be a finite, nonempty ideal in the poset Xreg(T )+ of regular weights in X(T )+.

Consider the O-algebrfa ÃΛ = Ũζ,Λ constructed in §2. It is free and finite over O. When the

poset Λ is understood, denote ÃΛ simply by Ã. If ∅ 6= Γ E Λ, there is a natural surjection

ÃΛ � ÃΓ. In this way, any ÃΓ-module M̃ can be viewed, by inflation, as an ÃΛ-module.

Given two finite ÃΓ-modules M̃, Ñ , inflation induces isomorphisms

(3.0.9) Extn
ÃΓ

(M̃, Ñ) ∼= Extn
ÃΛ

(M̃, Ñ) ∀n ≥ 0.

These results follow from the general theory of quasi-hereditary algebras [7] and its discus-
sion in the quantum case in [13] (the latter results are also recalled in [25]). The algebras

ÃΛ are all split quasi-hereditary algebras (QHAs) in the sense of [7].

A similar result holds at the graded level. More precisely, consider the O-algebras grÃΛ

and grÃΓ. These algebras are which are both (positively) graded QHAs with weight posets

Λ and Γ, respectively. There is a surjective homomorphism grÃΛ � grÃΓ which satisfies

(3.0.10) Extn
grÃΓ

(M̃, Ñ) ∼= Extn
grÃΛ

(M̃, Ñ), ∀n ≥ 0.
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Then L(λ) is always a composition factor of L̃λ, forcing λ ∈ Γ.) Thus, any lift on N , tight or

not, is necessarily an ÃΓ-lattice. Also, grÑ (defined using ÃΛ) is a grÃΓ = (grÃ)Γ-module.

Theorem 4.4. Suppose an AΓ-module M has an Ã-tight lifting to a lattice M̃ for Ã. Then
Ms̃ has a ∆red-filtration, for each s ≥ 0, if and only if

(4.0.25) Ext1
grÃ

(grM̃, gr�Q̃](µ)) = 0, ∀µ ∈ Γ.

Proof. First, (gr�Q̃](µ))K is grÃK = (grÃ)K-injective, so that Ext1
grÃ

(grM̃, gr�Q̃](µ)) is an

O-torsion module. Hence, it is zero if and only if the reduction mod π map

(4.0.26) Hom
grÃ

(grM̃, gr�Q̃](µ))→ Hom
grÃ

(grM̃, gr�Q̃](µ))

is surjective. By the tightness hypothesis and Corollary 3.8(c), grM̃ ∼= g̃rM . Also,

gr�Q̃](µ) ∼= g̃r �Q](µ).

To see this isomorphism, first notice that, since P̃ ](µ) is a tight ã-lattice, we have grP̃ ](µ) =
g̃rP ](µ). Apply the duality functor d to both sides. On the left side, we get, using the
discussion above Corollary 3.3,

d(P̃ ](µ)) ∼= d̃(grP̃ ](µ)) ∼= gr�d̃(P̃ ](µ)) ∼= gr�Q̃](µ).

Next, use general fact that, for any A-module N , there is a natural isomorphism d(g̃rN) ∼=
g̃r �d(N); we leave the easy proof to the reader. Thus, if d is applied to the right hand side
g̃rP ](µ), we get g̃r �d(P ](µ)) ∼= g̃r �Q](µ), as desired.

Now assume the Ext1
grÃ

-vanishing hypothesis of the theorem holds for all µ ∈ Γ. Then,

taking into account the grading, (4.0.26) gives a surjection

(4.0.27) hom
grÃ

(grM̃(−s), gr�Q̃](µ))� hom
grÃ

(g̃rM(−s), g̃r �Q](µ)),

for each integer s and each µ ∈ Γ. Observe that

dim homgrAK (grM̃K(−s), gr�Q̃](µ))K) = [(grM̃K)s : LK(µ)]

since (gr�Q̃](µ))K is the injective envelope of LK(µ) in grÃK–mod. Thus, the freeO-module

hom
grÃ

(grM̃(−s), gr�Q̃](µ)) has rank [(grM̃K)s : LK(µ)]. By general principles (see, e. g.,

[10, Lem. 1.5.2(b)]), for grÃ lattices X̃ and Ỹ , we have Hom
grÃ

(X̃, Ỹ ) ⊆ Hom
grÃ

(X̃, Ỹ ), so

dim homgrA(g̃rM(−s), g̃r �Q](µ)) = [(grM̃K)s : LK(µ)],

since the map (4.0.27) is a surjection.
So we get, if r is an integer satisfying the hypothesis of Lemma 4.2,

dim(grM̃K)r =
∑
µ∈Γ

[(grM̃K)r : LK(µ)] dimLK(µ)

=
∑
µ∈Γ

dim HomA(Mr̃,∇red(µ)) dim∇red(µ).
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for any two finite ÃΓ-modules M̃, Ñ . In addition, these isomorphisms hold at the level of

graded ext•, when M̃, Ñ are graded grÃΓ-modules. Also, if MK , NK are (grÃΓ)K-modules

and if M,N are (grÃΓ)k-modules, then

(3.0.11)

{
Extn

(grÃΓ)K
(MK , NK) ∼= Extn

(grÃΛ)K
(MK , NK);

Extn
(grÃΓ)k

(M,N) ∼= Extn
(grÃΛ)k

(M,N),
∀n ≥ 0.

A closely related result is the isomorphism

(3.0.12) (grÃΛ)Γ
∼= grÃΓ,

where (grÃΛ)Γ denotes the largest quotient algebra of grÃΛ all of whose irreducible modules
have the form L(γ) for γ ∈ Γ.

All these quoted results in the previous paragraph follow from the (split) quasi-heredity

of grÃΛ and the description of its standard modules (as the graded modules gr∆̃(λ), λ ∈ Λ)
proved in [25]; see especially Remark 3.18 and Theorem 5.3 there.

For the algebras ÃΛ, a key step in [25] in proving that grÃΛ is a QHA is showing that

each grÃΛ-module gr∆̃(λ), λ ∈ Λ, has a simple head. As a consequence of this fact we also
record the following result, using the proof of [25, Cor. 3.15].

Theorem 3.1. Let Ñ be a ÃΛ-lattice which has a ∆̃-filtration. Then the graded grÃΛ-

module grÑ has a gr∆̃-filtration. In addition, the multiplicity of ∆̃(ν) as a section of Ñ

agrees with the multiplicity of gr∆̃(ν) as a graded section of grÑ .

As a consequence, we obtain

Corollary 3.2. Let ÃΛ be as above and form the graded QHA grÃ with weight poset Λ.

Then B̃ := (grÃΛ)0 (the term in grade 0 in grÃ) is an integral QHA with weight poset Λ,

standard (resp., costandard) modules ∆̃red(λ) (resp., ∇̃rad(λ)), λ ∈ Λ.

Proof. The projective indecomposable modules for B̃ are just the modules grP̃ (λ)0, λ ∈ Λ,

where P̃ (λ) is the projective cover of the irreducible ÃΛ-module L(λ). By Theorem 3.1,

the graded module grP̃ (λ) has a graded filtration by modules gr∆̃(ν). Since the head of

P̃ (λ) is L(λ), the top section of this filtration must be gr∆̃(λ), the only module gr∆̃(λ)

with head L(λ). By the multiplicity assertion of Theorem 3.1, all other sections gr∆̃(ν) of
the filtration satisfy ν > λ.

Now pass to grade 0 to obtain a filtration of grP̃ (λ)0 with top section gr∆̃(λ)0 and lower

sections gr∆̃(ν)0 for ν > λ. Clearly, any composition factor of gr∆̃(ν)0 has the form L(τ),

τ ≤ λ, with L(λ) occurring just once, in the head. It follows that B̃ is an integral QHA, as
required.

Finally, gr∆̃(λ)0
∼= ∆̃(λ)/r̃ad ∆(λ) is generated by a λ-weight vector as a Ũζ-module,

so gives (the unique, up to isomorphism) minimal Ũζ-lattice in the irreducible module

((gr∆̃(λ)0)K ∼= Lζ(λ). That is, gr∆̃(λ)0
∼= ∆̃red(λ). �

There are natural dualities d̃K on Uζ–mod and δ = d̃k on G-mod which fix irreducible

modules. Both are compatible by base change with a duality d̃ on the category of Ũζ- or
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ON p-FILTRATIONS OF WEYL MODULES 17

Consider the diagram

g̃rM(−r) τ−−−−→ g̃r (M/(r̃ad r+1ã)M)(−r)y(g̃rh′)(−r)

g̃r �(s̃oc−r−1Q](µ))
θ←−−−− g̃r (s̃oc−r−1Q](µ))(−r)

σ

y
g̃r �Q](µ)

in which τ is obtained by applying g̃r to the quotient map M → M/(r̃ad r+1ã)M , θ is the
obvious natural map of g̃rA-modules, and σ is the inclusion. The composition of the maps
defines a graded map

h′′ := σ ◦ θ ◦ (g̃rh′)(−r) ◦ τ : g̃rM(−r)→ g̃r �Q](µ)

which, in grade 0—that is, on Mr̃
∼= (g̃rM(−r))0—identifies with g. Therefore, f is surjec-

tive.
It follows that f is an isomorphism. �

We are now ready for the main theorems of this section. As the proof shows, the first
theorem below is a formality for general QHA though formulated for our context here.

Theorem 4.3. Suppose that N ∈ A–mod is annihilated by r̃ad ã. Then N has a ∆red-
filtration if and only if

(4.0.24) dim N =
∑
µ∈Λ

dim HomA(N,∇red(µ)) dim ∆red(µ).

Proof. By Corollary 3.2, Ã/r̃ad Ã = (grÃ)0 is an integral QHA with standard (resp., co-

standard) objects ∆̃red(λ) (resp., ∇̃rad(λ)). Because Ã is ã-tight, Ã/r̃ad Ã ∼= A/r̃ad ãA by
(3.0.20) in Corollary 3.8. Now N has a semistandard filtration in the sense of [27], with the
multiplicity with which a nontrivial homomorphic image of a given ∆red(µ) appears equal
to dim HomA(N,∇red(µ)). Thus,

dimN ≤
∑
µ∈Λ

dim HomA(N,∇red(µ)) dim ∆red(µ)

Equality holds if and only if each homomorphic image of a ∆red(µ) appearing is actually

isomorphic to ∆red(µ), in which case the filtration is a ∆-filtration for the QHA A/r̃ad ãA,
i. e., a ∆red-filtration. �

An A-module N is said to have a tight lifting if N ∼= Ñ for some tight Ã-lattice Ñ . This

implies that g̃rN ∼= grÑ by Corollary 3.8(c). Also, we recall from Corollary 3.8(a) that any

Ã-lattice is Ã-tight if and only if it is ã-tight. Notice if N is an AΓ-module, with a tight

lifting or not, and Ñ is an ÃΛ-lattice with Ñ ∼= N , then Ñ is necessarily an ÃΓ-lattice. (Ñ

has a filtration with sections which are lattices L̃λ in irreducible ÃK-modules LK(λ), λ ∈ Λ.
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Suppose that ω ∈ Γ. Then ∆red(ω0) = L(ω0) is the irreducibleG-module of highest weight
ω0, hence is an irreducible G1-module, and the same is true for L(γ0). Thus, L(γ0) ∼= L(ω0)
as G1-modules, and γ0 = ω0. Moreover, the highest weight 2(p− 1)ρ + w0ω0 of Q(γ0) is a
weight of QK(γ0) = PK(γ0), so 2(p−1)ρ+w0ω0 +pω1 ≤ 2(p−1)ρ+w0γ0 +pγ1, the highest
weight of Q](γ). Therefore ω1 ≤ γ1, since ω0 = γ0. Also, ω1 ≥ γ1, since ω ≥ γ, as already
shown. Thus, ω = γ.

Consequently, all irreducible modules in the head P̃ ](γ)K,Γ are isomorphic to LK(γ).

However, LK(γ) can appear only once in the head, since P̃ ](γ) is a homomorphic image

of he projective ÃΛ-cover P̃ (γ) of ∆̃(γ), and its own ∆̃-filtration is part of a ∆̃-filtraton

of P̃ (γ). Hence, LK(γ) occurs only once in the head of P̃ ](γ), with all other composition
factors of the head indexed by higher weights. This completes the proof of the claimed
equality.

The claim can now serve as a substitute for Lemma 4.2. This allows both Theorems 4.4
and 4.5 to go through, provided the highest weights of composition factors of the module M
belong to a poset Γ for which the LCF holds. Therefore, the following analog of Theorem
5.1 holds.

Theorem 7.1. Assume that p ≥ 2h − 2 is odd. Suppose that λ ∈ Xreg(T )+ and that the
LCF holds for the poset Γ := {γ ∈ Xreg(T )+ | γ < λ}. Then each section ∆s̃(λ), s ≥ 0,

viewed as a rational G-module, has a ∆red-filtration. Each standard module ∆(γ), with
γ ∈ X(T )+ satisfying γ ≤ λ, also has a ∆red-filtration.

We remind the reader that ∆̃(λ′) = ∆p(lambda′) for λ′ ∈ Γ. A similar statement holds
for γ′ ∈ X(T )+ and and γ′ ≤ lambda′, by a translation argument, which we leave to the
reader.
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ON p-FILTRATIONS OF WEYL MODULES 19

Here we are using the fact that M̃ is an ÃΓ-lattice, by the discussion before the theorem.

Since dim(grM̃K)r = dimMr̃, an induction on r proves that each Mr̃ has a ∆red-filtration.
Conversely, assume that each Ms̃ has an ∆red-filtration. Then tracing back through the

above discussion, we recover the Ext1-vanishing in the statement of the theorem. We leave
further details to the reader. �

Finally, we have the following result. It is a consequence of Theorem 4.4, since the Ext1-
vanishing in Theorem 4.5 implies the vanishing condition in Theorem 4.4; see [10, Lem.
1.5.2(c)].

Theorem 4.5. Suppose the AΓ-module M has a tight lifting. Then Ms̃ has a ∆red-filtration,
for each s ≥ 0, provided that

Ext1
g̃rA(g̃rM, g̃r �Q](µ)) = 0, ∀µ ∈ Γ.

5. p-filtrations of Weyl modules

Let G be a simple, simply connected algebraic group over an algebraically closed field
k of positive characteristic p. Making use of the results obtained, we prove the following
theorem. The cases s = 0, 1 are consequences of earlier work in [23] and [12] which inspired
the present paper.

Theorem 5.1. Assume that p ≥ 2h − 2 is an odd prime and that the LCF holds for any
γ ∈ Xreg(T )+. Given any γ ∈ Xreg(T )+, each section ∆(γ)s̃, s ∈ N, viewed as a rational

G-module has a ∆red-filtration. In particular, ∆(γ) has a ∆red = ∆p-filtration.

Proof. It suffices to verify the hypothesis of Theorem 4.4 for M = ∆(γ). First, Corollary 3.9

implies that ∆̃(γ) is an ã-tight lifting of ∆(γ). Thus, ∆̃(γ) has a Ã-tight lifting by Corollary
3.8. Finally, to check the Ext1-condition (4.0.25), observe that Corollary 3.3 implies the

grÃ-module gr�Q̃](µ), µ ∈ Γ, has a filtration by costandard modules (namely, the various

gr∇̃(τ)), for the QHA grÃ. Thus, the Ext1-group vanishes. �

Remark 5.2. Section 7 shows, in view of the above proof, that it is enough in Theorem
5.1 to assume that the LCF holds for any γ ∈ Xreg(T )+ satisfying γ < λ.

By [12, Lemma 3.1(b)], a Jantzen translation functor carries a ∆p(λ) to either the 0
module or to another module of the form ∆p(µ). Since these functors are exact, we conclude
the following.

Corollary 5.3. Assume that p ≥ 2h−2 is an odd prime and that the LCF formula holds for
all regular, restricted weights. Then for any γ ∈ X(T )+, ∆(γ) has a ∆red = ∆p-filtration.

Using the following lemma, we can recast Theorem 5.1 using G1-radical series. We
continue to assume in the rest of this section that p ≥ 2h − 2 is an odd prime and that

the LCF holds for all regular, restricted weights. For µ0 ∈ X1(T ), let Q1(µ0) = Q̂1(µ0)|G1 .
Also, u = u(g) is the restricted enveloping algebra of the Lie algebra g of G.

Lemma 5.4. Let µ0 ∈ X1(T ) ∩Xreg(T )+. For n ≥ 0, we have

(5.0.28) Q̃ζ(µ0) ∩ radnuζ Qζ(µ0) ∼= radnu(g)Q1(µ0).
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Proof. By choosing a poset Λ of regular domiant weights large enough, we can that Q̃ζ(µ0)

is an Ã = ÃΛ-module, which we denote by Q̃](µ0) in keeping with previous notation.

First, observe that r̃ad a = rad a, as was shown in the proof of Lemma 4.1(c). Of course,

(r̃ad ã)(r̃ad nã) ⊆ r̃ad n+1ã for any n ∈ N. Since Q̃](µ0) is tight, the left hand side of (5.0.28)

defines a filtration of Q](µ0) = Q1(µ0) whose sections are r̃ad nã(Q](µ0). It thus defines a

semisimple series of Q](µ0) whose length is at most the length of a radical series of Q̃K(µ0).
The right hand side of (5.0.28) defines the radical series of Q1(µ0). Also, the left hand side
terms give a semisimple series, having length equal to that of the radical series of Q1(µ0).
On the other hand, Qζ(µ0) and Q1(µ0) are both rigid modules having Loewy length equal
to |Φ|+ 1 by [17, II.D.14&D.8] (and its evident quantum analog). An elementary argument
establishes the filtrations of Q1(µ0) must be the same, so that (5.0.28) holds. �

Remark 5.5. An alternate proof can be given using the Koszulity of the regular weight
projections of the small quantum group and restricted enveloping algebra, proved in [3]
under the assumptions that p > h and that the LCF holds for all regular, restricted dominant
weights. These assumptions hold here. It follows that the multiplicity of an irreducible

module in the nth radical layer of Q̃ζ(µ0) or Q1(µ0) can be computed using products of the
same (analogs of) inverse Kazhdan-Lusztig polynomials. The result now follows from the
remarks at the beginning of the proof above, which show the right hand side of (5.0.28) is
contained in the left hand side. So a codimension count shows equality must hold.

For an a-module M , we put (for emphasis) graM =
⊕

n≥0 radnM/ radn+1M , where here

radnM = (rad a)nM . As a consequence, we immediately obtain the following important
result.

Corollary 5.6. For n ∈ N,

r̃ad nã = (rad a)n.

Thus, for any a-module M , we have g̃rM = gra(M).

Theorem 5.7. For any λ ∈ Xreg(T )+, each section of the G1-radical series of ∆(λ) has a

∆red-filtration. In particular, each section of this radical series has a ∆p-filtration.

Proof. By Corollary 5.6, g̃r ∆(λ) = gra∆(λ) for any regular dominant weight λ. Thus, for
any positive integer s, ∆(λ)s = ∆(λ)s̃. The theorem thus follows from Theorem 5.1. �

6. Appendix I

Let (K,O, k) be a p-local system, and let Ã be an integral quasi-hereditary algebra over

O. Assume that Λ is the poset of the QHA Ã, and for λ ∈ Λ, the standard module ∆̃(λ)

and costandard module ∇̃(λ) are given. Both ∆̃(λ) and ∇̃(λ) are Ã-lattices.

Proposition 6.1. Let M̃ be an Ã-lattice with the property that

(6.0.29) Ext1
Ã

(M̃, ∇̃(λ)) = 0

for all λ ∈ Λ. Then M̃ has a ∆̃-filtration.
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projective cover P (γ) of L(γ) in the category (G–mod)[Λ] of rational G-modules with
highest weights in Λ.

Let Ã = ÃΛ. By [12, ???], we can lift P (γ) from A–mod to an Ã-lattice P̃ (γ).
Moreover, we can similarly lift P (γ0) and P (γ1)[1], if γ = γ0 +pγ1, with γ0 ∈ X+

reg(Y )+

and γ1 ∈ X(T )+, to Ũζ-modules P̃ (γ0) and P̃ (γ1)[1].1 We have a tensor product

P̃ (γ) ∼= P̃ (γ0)⊗ P̃ (γ1)[1].
Form the exact sequences{

0→ J̃ [1] → P̃ (γ1)[1] → ∆̃(γ1)[1] → 0,

0→ P̃ (γ0)⊗ J̃ [1] → P̃ (γ)→ P̃ ](γ)→ 0

Here J̃ [1] is defined by the first sequence as a kernel. Notice the second sequence is

ã-split, and hence becomes an exact sequence of grÃ-module after gr is applied. Put

Ñ = P̃ (γ0) ⊗(grÃ)0
J̃ [1], and note that grÑ is generated in grade 0, as is each term

in the bottom sequence, after gr is applied. Hence, each vertical map in the diagram
below is surjective:

0 −−−→ grÃ⊗ (grÑ)0 −−−→ grÃ⊗ (grP̃ (γ))0 −−−→ grÃ⊗ ∆̃red(γ) −−−→ 0y y y
0 −−−→ grÑ −−−→ grP̃ (γ) −−−→ grP̃ ](γ) −−−→ 0

where ⊗ = ⊗(grÃ)0
in the first row. The diagram is commutative with exact rows.

(Exactness at the second row has been noticed above, while exactness in the first row

follows from the fact that grÃ has a (∆̃red)◦-filtration. See the appendix. The middle
vertical map is an isomorphism. It follows now that both vertical maps are injective,
hence isomorphisms. �

Theorem 3.2. For λ, µ ∈ Xreg(T )+, ExtnG1
(∆red(λ),∇red(µ))[−1] has a ∇-filtration

for all n ≥ 0. (Equivalently, ExtnG1
(L(λ), L(µ))[−1] has a ∇-filtration.)

Theorem 3.3. Let λ, µ ∈ Xreg(T )+. Then, for any non-negative integer n and any
integer r, extngrA(∆red(λ),∇red(µ)(r)) = 0 unless r = n.

When n = r in the statement of the theorem, the value of dim extngrA(∆red(λ),∇red(µ))
can thus be calculated in terms Kazhdan-Lusztig polynomials; see [11, Thm. 5.4],
which gives the corresponding calculation of Extn.

Corollary 3.4. Suppose the ideal Γ is contained in the Janzten region, then grAΓ is
a Koszul algebra. In addition, gr∆(λ) is a Koszul module and grAΓ-mod has a graded
Kazhdan-Lusztig theory.

1The module P (γ1) is a module for Dist(G), and P̃ (γ1) should be interpreted as a module for the
Kostant O-form for the analogous distribution algebra over K (regarded G as a group scheme over

K). Similar remarks apply to ∆̃(γ1) below.
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Recall that a positively graded algebra B (taken to be �nite dimensional over a �eld) is
Koszul provided

(1) the algebra B0 is semisimple;
(2) if L;L0 are irreducible B-modules given pure grade 0, then

ExtnB(L;L
0(r)) 6= 0 =) r = n:

Theorem 3.3 above inspire the following generalization.
.

De�nition 0.1. A �nite dimensional positively graded algebra B is called Q-Koszul pro-
vided that

(1) The algebra B0 is quasi-hereditary, with poset � and standard (resp., costandard)
modules �0(�) (resp., r0(�)), � 2 �.

(2) If �0(�) and r0(�) are given pure grade 0 as B-modules, then
ExtnB(�

0(�);r0(�)(r)) 6= 0 =) n = r:

This is clearly a natural de�nition to make provided there are interesting examples. Of
course, Koszul algebras and quasi-hereditary algebras are examples of Q-Koszul algebras
rather trivially. But Thoerem 3.3 shows there are many interesting examples in modular
representation theory of algebraic groups provided p is large enough. (Assume the weights
involved are p-regular, the LCF holds and p>2h-2.)
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(1) the algebra B0 is semisimple;
(2) if L;L0 are irreducible B-modules given pure grade 0, then

ExtnB(L;L
0(r)) 6= 0 =) r = n:

Theorem 3.3 above inspires the following generalization.
.

De�nition 0.1. A �nite dimensional positively graded algebra B with poset � is called
Q-Koszul provided that

(1) The algebra B0 is quasi-hereditary, with poset � and standard (resp., costandard)
modules �0(�) (resp., r0(�)), � 2 �.
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course, Koszul algebras and quasi-hereditary algebras are examples of Q-Koszul algebras
rather trivially. But Theorem 3.3 shows there are many interesting examples in modular
representation theory of algebraic groups provided p is large enough. (Assume the weights
involved are p-regular, the LCF holds and p>2h-2.)
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FORCED GRADINGS IN INTEGRAL QUASI-HEREDITARY ALGEBRAS
WITH APPLICATIONS TO QUANTUM GROUPS

BRIAN J. PARSHALL AND LEONARD L. SCOTT

Abstract. Let O be a discrete valuation ring with fraction field K and residue field k. A

quasi-hereditary algebra Ã over O provides a bridge between the representation theory of

the quasi-hereditary algebra ÃK := K⊗ Ã over the field K and the quasi-hereditary algebra

Ak := k ⊗O Ã over k. In one important example, ÃK–mod is a full subcategory of the

category of modules for a quantum enveloping algebra while Ãk–mod is a full subcategory of
the category of modules for a reductive group in positive characteristic. This paper considers

first the question of when the positively graded algebra gr Ã :=
⊕

n≥0(Ã ∩ radn ÃK)/(Ã ∩
radn+1 ÃK) is quasi-hereditary. A main result gives sufficient conditions that gr Ã be quasi-

hereditary. The main requirement is that each graded module gr ∆̃(λ) arising from a Ã-

standard (Weyl) module ∆̃(λ) have an irreducible head. An additional hypothesis requires

that the graded algebra gr ÃK be quasi-hereditary, a property recently proved [16] to hold

in some important cases involving quantum enveloping algebras. In the case where Ã arises
from regular dominant weights for a quantum enveloping algebra at a primitive pth root of
unity for a prime p > 2h−2 (where h is the Coxeter number), a second main result shows that

gr Ã is quasi-hereditary. The proof of this difficult result involves interesting new methods
involving integral quasi-hereditary algebras. It also depends on previous work [16] of the
authors, including a continuation of the methods there involving tightly graded subalgebras,
and a development of a quantum deformation theory over O, worthy of attention in its
own right, extending the work of Andersen-Jantzen-Soergel [2]. As we point out, this work
provides an essential step in our work on p-filtrations of Weyl modules for reductive algebraic
groups over fields of positive characteristic.

1. Introduction

Quasi-hereditary algebras are certain finite dimensional algebras over a field which arise
naturally in Lie-theoretic representation theory, in both geometric and algebraic contexts.
For example, if G is a reductive algebraic group in positive characteristic, the category of
finite dimensional rational G-modules generated by the irreducible modules having highest
weights in a finite saturated set of dominant weights is equivalent to the module category
A–mod for a quasi-hereditary algebra A; see [3]. In a geometric vein, certain categories of
perverse sheaves are similarly equivalent to A–mod for a quasi-hereditary algebra A; see [14].
On the other hand, quasi-hereditary algebras are defined abstractly, so they are objects of
interest to finite dimensional algebraists; see [19], for example.

1991 Mathematics Subject Classification. Primary 17B55, 20G; Secondary 17B50.
Research supported in part by the National Science Foundation.
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C̃ ⊆ A lift to idempotents in ÔC̃ ⊆ ÃÔ, preserving orthogonality. In this way, we get a set

of |X| orthogonal primitive idempotents in ÔC ⊆ KÔC̃. But KC̃ already has a complete set

of |X| orthogonal primitive idempotents in the (commutative) algebra KC̃ ⊆ KÔC̃. By the
uniqueness of complete sets of central primitive idempotents, the two sets of |X| idempotents

we have constructed are the same. Hence, the idempotents {eµ |µ ∈ X} constructed for KC̃

actually lie in KC̃∩ÔC̃ = C̃ ⊆ Ã. This set of idempotents, together with its subset indexed

by Λ, gives Ã the structure of a TQHA. Thus, Hypothesis 3.7(1) holds.
Property (2) holds for p > h by [16, Thm.8.4] (with p playing the role of e). This completes

the proof of (a).

Now we prove (b). Since Λ is fat, ũ′ζ,K = u′ζ maps injectively onto its image ãK in ÃK .
The same holds for ũ′ζ since ũ′ζ is contained in u′ζ , so, in particular, ũ′ζ

∼= ã. Similarly, using

fatness, k ⊗ ũ′ζ maps isomorphically onto the image of k ⊗ ã in k ⊗ Ã. The latter image is
not a priori isomorphic to k ⊗ ã, but follows here, because ũ′ζ

∼= ã. Now Lemma 1.3 implies

that ã is pure in Ã.
In [2, §§18.17–18.21], it is proved that u′ζ is a Koszul algebra, a property which implies

that u′ζ has a tight grading (i. e., a grading making it isomorphic to gru′ζ), provided that
p > h and the Lusztig character conjecture holds in the quantum enveloping algebra case
(which is true [21]). Thus, Condition 4.1(1) holds. Condition 4.1(2) follows from left-right
symmetry and [16, Lemma 8.3], and Condition 4.1(3) follows from [16, Theorem 6.4]. In
fact, choose a larger ideal Λ′ containing Λ and consisting of p-regular weights, such that the
projective cover P (λ) of L(λ) in UΛ′ is projective for ã′K . The final condition of (4) follows
from Lemma 1.1. This proves (b).

The proof of (c) requires further results from [2], and it is given in §7, Appendix II. �

Remark 5.2. As remarked in the proof, the graded algebra u′ζ is isomorphic to gru′ζ as

graded algebras. Also, Conditions 4.1(2) show that the gr ãK ⊆ gr ÃK (whether Λ is fat or

not). Thus, the natural map ũ′ζ → ã induces a graded map ũ′ζ → gr Ã, under the hypotheses
of the theorem (using the grading on ũ′ζ in the proof of part (c)). The map is an injection
when Λ is fat.

Theorem 5.3. Assume that p > 2h− 2 is an odd prime and consider the algebra Ã = Ũζ,Γ,

where Γ is an non-empty ideal of p-regular dominant weights. Then gr Ã is a QHA over O,

with standard modules gr ∆̃(λ), λ ∈ Γ.

Proof. Our goal is to verify the hypotheses of Theorem 4.5 (which are the hypotheses of
Theorem 4.3). Conditions 4.1 have already been dealt with in Theorem 5.1, leaving checking
hypotheses (i)—(iii) in the statement of Theorem 4.3:

Fix λ ∈ Γ. In the category of Uζ-modules, we have18

(5.4) PK(λ) ∼= QK(λ0)⊗ LK(λ1)[1].

18If M is a U(gK)-module, then M [1] denotes the Uζ-module obtained by “pulling M back” through the
Frobenius morphism Uζ → U(gK). If M = LK(λ) is the irreducible gK-module of highest weight λ, then

M [1] ∼= LK(pλ).
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using the isomorphism

gr Ñ/Ñ ∩ Ñ ′K(λ) = gr ÑΓ
∼= (gr Ñ)Γ

∼= gr Ñ/gr Ñ ∩ (gr Ñ)′K(λ).

4. A special case

In this section, unless otherwise noted, we continue the notation and assume both the

conditions of Hypotheses 3.7 of the previous section. In particular, the algebra Ã is a split

QHA with standard objects ∆̃(λ), λ ∈ Λ. The irreducible modules and PIMS of the QHA ÃK
are denoted LK(λ) and PK(λ), respectively. We sometimes write ∆K(λ) (which is isomorphic

to ∆̃(λ)K) for its standard modules. The algebra gr ÃK is also a QHA under Hypothesis 3.7,

specifically item (2). It has standard objects (gr ∆̃(λ))K ∼= gr ∆̃(λ)K = gr ∆K(λ), λ ∈ Λ.

In addition, we assume, for the rest of this section, that Ã has a pure subalgebra ã and a

Wedderburn complement ÃK,0 of ÃK . For use in the results below, we record the following
conditons.

Conditions 4.1. (1) ãK has a tight grading ãK = ãK,0 ⊕ ãK,1 ⊕ · · · 14.

(2) rad ÃK = (rad ãK)ÃK = ÃK(rad ãK).
(3) For λ ∈ Λ, ∆K(λ) has a graded ãK-structure, and is generated as an ãK-module by

∆K(λ)0.

(4) In (3), ∆K(λ)0 is ÃK,0-stable. Also, ÃK,0 contains ãK,0 (defined in (1)) and all
idempotents eλ, λ ∈ Λ.

(5) ã has a positive grading ã = ⊕r≥0ãr such that Kãr = ãK,r, the rth grade of ãK in
(1), for each r ∈ N.

Observe that Conditions (4.1)(1) & (5) can be made independently of the QHA algebra

Ã. In this spirit, we have the following result.

Proposition 4.2. Let ã be an algebra which is free and finite over the DVR O and satisfies
Conditions 4.1(1) & (5). Then the following statements hold:

(a) For each r ∈ N, we have ãr = ã ∩ ãK,r and
∑

i≥r ãi = ã ∩ radr ãK. There is an

isomorphism ã
∼→ gr ã of graded O-algebras sending x ∈ ãr to its image [x] in r̃ad

r
ã/r̃ad

r+1
ã =

(gr ã)r.

(b) If M̃ is an ã-lattice, the following statements are equivalent:

(i) M̃ is tight. (See Definition 1.2.)

(ii)
∑

i≥r ãiM̃ = r̃ad
r
M̃ for each r ∈ N.

(iii) The gr ã-lattice gr M̃ is generated by (gr M̃)0.

Proof. We begin with (a). Since ãr is an O-direct summand of ã, we have that ãr = ã∩ãr,K =
ã ∩ ãK,r. Similarly, we get

∑
i≥r ãi = ã ∩ radr ãK , since

radr ãK = (rad ãK)r = (
∑
i≥1

ãK,i)
r =

∑
i≥r

ãK,i = (
∑
i≥r

ãi)K .

14This means that ãK is positively graded, ãK =
⊕

n≥0 ãK,n with ãK,0 semisimple and with ãK generated

by ãK,1; see [4, §4]. Equivalently, ãK ∼= gr ãK .
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Since S ′ is a unique factorization domain, so are U0
O and BO also unique factorization

domains. In particular, the critical intersection property

A =
⋂
β∈Φ+

Aβ

holds for A above, since it is flat over BO. See [2, Lemma 9.1] and its proof. The algebra Aβ is

obtained by inverting all Hα = Kα−K−1
α

ζdα−ζ−dα ∈ BO with β 6= α ∈ Φ+, and setting Aβ = A⊗BOB
β
O.

Now [2, Prop. 9.4] essentially holds as stated,20 and with the same proof, for any A flat over

BO, and, in particular, for A = Ŝ ′. This gives a fully faithful functor

VΩ : FCA(Ω)→ K(Ω),

with FCA(Ω) denoting the category of A-flat UO-modules, which are a direct sum of weight
spaces (“X-graded” in the sense of [2]) with all weights in Ω, and satisfying the conditions
of [2, §2.3] with U replaced by UO.

The symmetric algebra S = S(ZΦ) is written in [2, §14.3] using the symbol hα to denote
a root α ∈ Φ. It is then given two different interpretations, as logKα and as dαHα in “Case
1” and “Case 2”, respectively. We can essentially handle both interpretations in our set-up

at the same time: Fix hα := logKα ∈ Ŝ ′ as in (6) above. Then dαHα differ from hα only

by multiplication by a unit in Ŝ ′, and a similar comparison may be made to the generators

H ′α of S ′. In particular, Ŝ ′ is isomorphic to the completion of S ⊗Z O with respect to its

augmentation ideal. So A = Ŝ ′ is flat over S, giving the nice base-change property of [2,
Lemma 14.8] for passing from objects and morphisms of K(Ω, S) to K(Ω, A). Together with
the isomorphism VΩ above, this implies that BS ⊗S A is the endomorphism algebra of a
projective generator of CA(Ω). Base changing this generator from A to O shows, as in [2,
14.3(4)], that BS ⊗S O is the endomorphism algebra of a projective generator for a regular
block of ũζ-mod. See [2, §16.9] for a more complete treatment over K.

The algebra BS ⊗S O retains the Z-grading of BS and is compatible with the grading of
B⊗SK. The latter grading is shown to be positive and even Koszul in [2, §§18.17–8.21]. (The
hypothesis there on Lusztig conjecture holds for the quantum case when p > h.) The positive
grading on BS ⊗S O transports to a positive grading on ũζ , with the required properties in
(c). (The algebra ũ′ζ is Morita equivalent to a product of copies of the algebra (BS ⊗S O)op,
so it has the form eMe, where M is a full matrix algebra over a finite product of copies of
the algebra (BS⊗SO)op, and e ∈M is an idempotent such that Me is a projective generator
of M -mod. Then gr eMe ∼= e(grM)e ∼= eMe, the latter isomorphism coming from a similar
one for (BS ⊗S O)op.) This completes the proof.

As a corollary of the proof we have the following new result, independent of Theorem 5.1
and worthy of attention in its own right.

Theorem 7.1. Assume that p > h is a prime. Then the algebra ũ′ζ over O has a positive
grading which base changes to the Koszul grading on u′ζ obtained in [2, §§17-18].

20In checking the analogues of [2, §9.4] as well as the previous results in §8 mentioned above, a good
strategy is to read through these results and, when references are made to previous sections in [2], to look
back at those references and check that they hold in our context.
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the problem the Humphreys-Verma conjecture, and then proved by Jantzen [125] in 1980
for p � 2h� 2. It states that if Q if a projective indecomposable module for the restricted
enveloping algebra of G, then Q has a (unique) G-module structure. This conjecture can
be recast and extended as a lifting to G of PIMs for the Frobenius kernels Gr of G. In
the 2003 edition of his book [126, p. 526], Jantzen states: �. . . one of main problems of
Frobenius kernels (do projective modules lift to the group G) has been open for about 25
years." It remains open today. In [159, Cor. 8.3]?, the PIs proved a �stable" version of this
conjecture (in a stronger form due to Donkin) which was required to establish the bounding
cohomology results there (and discussed in §1.1 in Part I).
Parshall and Scott believe that the quasi-heredity of gr eA mentioned above can be proved

at least for p > h and possibly for all p at least in type A (and perhaps in other simply
laced types). A step in this direction is the following conjecture, which is a forced graded
version of the Humphreys-Verma conjecture. Part (a) was announced without proof in the
PS paper, Varitions on a theme of Cline and Donkin, Algebras and Representation Theory,
in press 2012; cf footnote 11, Part (b) is new.

Conjecture 2.11. In arbitrary characteristic p.
(a) Let Q be a PIM for the restricted enveloping algebra u of G. For any suitably large

poset � of dominant weights, the graded gru =
L

n�0 rad
n u= radn+1 u-module

gruQ :=
M

(radn u)Q=(radn+1 u)Q

is the restriction to gru of a graded gruA�-module.
(b) Let eQ be a PIM for the integral form eu of the small quantum group. For any suitably

large poset � of dominant weights, the graded greu =Ln�0
grad neu=grad n+1eu-module

greu eQ =M(grad neu) eQ=(grad n+1eu) eQ
is the restriction to gr eu of a graded greu eA�-module.
The PIs hope that the methods in [164] can be extended to handle this integral case. In

[164, 4.5] it was, in fact, noted that the methods/constructions work for group schemes over
commutative rings. The PIs propose to work out all the details to establish the conjecture.
They are hopeful that this work will lead to a solution to the following problem.

Problem 2.12. Show that gr eA is integral quasi-hereditary as in [163] but with few restric-
tions on the prime (no restrictions at all in type A and some other simply laced cases) and
no p-regularity assumption on the weights.

The only use of p-regularity was in assuming gr eA� is quasi-hereditary. The PIs hope
to obtain this from [192], modestly generalized. In applying Conjecture 2.11, part (b) is
essential.

Problem 2.13. Determine for what primes p, the integral quasi-hereditary algebra (gr eA)k
is Q-Koszul.

These problems can be approached empirically as well as theoretically. In fact, they are
suitable for undergraduates to look at. It seems likely there are some interesting examples
involving Schur algebras S(n; r) (type A) when p < h. The PIs have begun to look at
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A SEMISIMPLE SERIES FOR q-WEYL AND q-SPECHT MODULES

BRIAN J. PARSHALL AND LEONARD L. SCOTT

Abstract. In [41], the authors studied the radical filtration of a Weyl module ∆ζ(λ) for quantum enveloping

algebras Uζ(
◦

g) associated to a finite dimensional complex semisimple Lie algebra
◦

g. There ζ2 = e
√
1 and

λ was, initially, required to be e-regular. Some additional restrictions on e were required—e. g., e > h,
the Coxeter number, and e odd. Translation to a facet gave an explicit semisimple series for all quantum
Weyl modules with singular, as well as regular, weights. That is, the sections of the filtration are explicit
semisimple modules with computable multiplicities of irreducible constituents. However, in the singular case,

the filtration conceivably might not be the radical filtration. This paper shows how a similar semisimple

series result can be obtained for all positive integers e in case
◦

g has type A, and for all positive integes
e ≥ 3 in type D. One application describes semisimple series (with computable multiplicities) on q-Specht
modules. We also discuss an analogue for Weyl modules for classical Schur algebras and Specht modules for
symmetric group algebras in positive characteristic p. Here we assume the James Conjecture and a version
of the Bipartite Conjecture.

1. Introduction

In the modular representation theory of a reductive group G (or a quantum enveloping algebra Uζ(
◦
g),

with ζ2 a primitive eth root of 1), the general failure of complete reducibility has given rise, in the past 40

years, to a rich cohomology theory for both G and Uζ(
◦
g). See [27] for a compilation of many results. The

related question of better understanding important filtrations of certain modules, e. g., Weyl modules, also
has attracted considerable attention. See, for example, [28, pp. 445, 455], [1, §8], [43], [41] on filtrations with
semisimple sections as well as [29, §3], [17], [2], [15, §6], and [42] for the somewhat analogous p-filtrations.
Interesting filtrations can take many forms, but a basic filtration for any finite dimensional module M is

its radical filtration M ⊇ radM ⊇ rad2 M ⊇ · · · . In this case, the sections radi M/ radi+1 M are, of course,

semisimple (i. e., completely reducible), so that {radiM} is an example of a “semisimple series,” mentioned
in the title of this paper. In recent work, the authors [41] succeeded in calculating the multiplicities of the
irreducible constituents for the radical series sections in the quantum Weyl modules associated to regular
weights. It was required that e > h, the Coxeter number of g. In addition, e was required to be odd (and
there were some other mild conditions on e, depending on the root system). For such “large” e, we also could
describe the sections in a semisimple series for quantum Weyl modules with singular highest weights (but
we were unable to show the series was the radical series, though this seems likely to be the usual case). Our
methods also were applicable for Weyl modules in sufficiently large positive characteristics having highest
weights in the Janzten region.
This paper completes part of this project by giving, for types A and D, an explicit semisimple series for

quantum Weyl modules for all positive integers e, except that in type D2m+1 it is required e ≥ 3. Explicit
formulas for the multiplicities of the irreducible modules for each semisimple section are also obtained. In
particular, in type A, our previous results are extended to all small e and all even e. Interestingly, these
previous results, given in [41] for e odd and > h, play a key role here in obtaining the results for e even
and/or small. Extensions of these results to other types would be possible provided there were improvements
in the Kazhdan-Lusztig correspondence as quoted in [47, p. 273]. This paper is organized so as to make
such extensions easy to obtain once such improvements are known.
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A SEMISIMPLE SERIES FOR q-WEYL AND q-SPECHT MODULES 13

by the evident map w · λ 7→ w · µ, and the functors T λ
µ and T̃ λ

µ induce (by restriction) category equivalences
{
T λ
µ : OΓ,+[λ]

∼→ OΓ′,+[µ]

T̃ λ
µ : ÕΓ,+[λ]

∼→ ÕΓ′,+[µ].

7. Quantum enveloping algebras and category equivalences

We continue to work with the indecomposable root system
◦

Φ, and we let ℓ be a positive integer. Set
D = (θl, θl)/(θs, θs) ∈ {1, 2, 3}. Let

(7.1) e :=

{
ℓ, if ℓ is odd;

ℓ/2, if ℓ is even.

There is a natural dot action of the affine Weyl group We =
◦

W ⋉ e
◦

Q on the set of integer weights
◦

P ⊆ h∗+,

given by w · ◦
µ = w(

◦
µ +

◦
ρ) − ◦

ρ for w ∈ We. The action without the “dot” · is the usual action of
◦

W , and

is translation on e
◦

Q. The fundamental reflections s0, s1, · · · , sr for Wℓ consists of the usual reflections si

associated to fundamental roots αi ∈
◦

Π, i = 1, · · · , r, together with the reflections s0 in the affine hyperplane

{x ∈
◦

h∗ | 〈x+ ρ, θ∨s 〉 = −e }.
The following proposition is an easy calculation, similar to those given in [47, p. 269]. The first observations

of this kind are likely those of [35]. We state it only for (D, e) = 1. (In particular, this condition holds when
◦

Φ is simply laced.) A somewhat similar result holds without the assumption (D, e) = 1, though the group
We must be modified; see [47, Lemma 6.3].

Proposition 7.1. Let ℓ be a positive integer and let e be as in (7.1). Let λ ∈ C−
rat with λ(c) = k, and assume

that −(k + g) = ℓ/2D and that (e,D) = 1 with e as above. There is an isomorphism φℓ : We
∼→ W (λ)

sending s0, · · · , sn to the fundamental reflections defined by 2δ− θs, α1, · · · , αr ∈ Φ(λ) if ℓ is odd, and to the
fundamental reflections defined by δ − θs, α1, · · · , αr if ℓ is even. In both cases,

{
φℓ(si) · (◦µ+ kχ) = w · ◦

µ+ kχ, w ∈ We;

φℓ(ℓγ) · (
◦
µ+ kχ) =

◦
µ+ eγ + kχ mod Z δ, γ ∈

◦

Q.

In particular, if µ ∈ h∗ with µ(c) = k, then

φℓ(w) · µ = w · ◦
µ+ kχ mod Cδ.

More generally, if −(k+ g) = e/m for some positive integers e,m with (m, e) = 1 and D|m, then there is an

isomorphism φ : We
∼→ W (λ), where φ(s0) = smδ−θs and, for i = 1, · · · , r, φ(sαi

) is equal to the fundamental
reflection defined by α1, · · · , αr. The roots mδ− θs, α1, · · · , αr are the standard (positive) fundamental roots
in Φ(λ).

Remark 7.2. The maps φ and φℓ agree when ℓ/2D = e/m, which is our major interest in this paper (the
“quantum case”, at least when (D, e) = 1.) The exact description of φℓ(w) · µ above (or of φ(w) · µ) is

φℓ(w) · µ = (w · ◦
µ)k,a = (w · ◦

µ+ kχ)k,a = w · ◦
µ+ kχ+ bδ,

where b is chosen so that the Casimir operator Ω acts on L(φℓ(w) ·µ) with the same action as on L(µ). That

is, a = (µ+ 2ρ, µ) and b = a−(w·
◦

µ+2
◦

ρ,w·
◦

µ)
2(k+g) . This reader is cautioned that the projections onto Cδ for µ and

for φℓ(w) · µ will generally be different. In particular, if w = ℓγ, γ ∈
◦

Q, then φℓ(ℓγ) acts as a translation by
ℓγ mod Cδ on the elements µ of level k in h∗. That is, φℓ(eγ) ·µ = µ+ eγ mod Cδ. However, it is not true
in general that φℓ(eγ) · µ = µ+ eγ exactly, even if γ is replaced on the right by any fixed element of γ +Zδ.
One consequence of having to work mod Cδ with level k weights is that the meaning of dominance orders

in the correspondence between
◦

P and
◦

P + kχ mod Cδ is lost. However, the Bruhat-Chevalley order is
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category with poset (Λ+(n, r),E) defined by the dominance order on partitions. Irreducible modules Lq(λ),
standard modules ∆q(λ), and costandard modules ∇q(λ) are all indexed by Λ+(n, r). When regarded as

Uζ-modules, Lq(λ) gets relabeled as Lζ(λ̄), where λ̄ ∈
◦

P+ is defined as follows: write λ = (λ1, · · · , λr),
λ1 ≥ · · · ≥ λr, and put λ̄ = a1̟1 + · · · + ar−1̟r−1 with ai := λi − λi+1. (In this expression, we label the
simple roots for Ar−1 in the usual way, as in [5].) Each λ ∈ Λ+(r), thus determines wλ ∈ Sr which has
minimal length among all w satisfying w−1 · λ̄ ∈ C− (the anti-dominant chamber for Uζ).
In particular, for λ ∈ Λ+(n, r), we have

(8.1.2)

{
∆q(λ̄)

⋄ ∼= Sλ,

∇q(λ̄)
⋄ ∼= SΨ

λ′ .

In this expression, λ′ denotes the conjugate partition to λ ∈ Λ+(r). In addition, the irreducible H-modules
are indexed by the set Λ+(r)row-reg of (row) e-regular partitions (i. e., no row is repeated e-times). If
λ ∈ Λ+(r), then λ̄ is e-restricted (i. e., it has all coefficients of fundamental dominant weights positive and
< e) if and only if λ′ is e-regular. Then for λ ∈ Λ+

res(r) (the e-restricted partitions),

(8.1.3) L(λ)⋄ ∼=
{
DΨ

λ′ , λ ∈ Λ+
res(r);

0, otherwise.

Theorem 8.1.1. Assume that K is a field containing Q(ζ).
(a) For λ ∈ Λ+(n, r), the q-Weyl module ∆q(λ) for the q-Schur algebra Sq(n, r) has a filtration ∆q(λ) =

F 0(λ) ⊇ F 1(λ) ⊇ · · · ⊇ Fm(λ) = 0 with semisimple sections F i(λ)/F i+1(λ) in which, given ν ∈ Λ+(r),
the multiplicity of Lq(ν) in F i(λ)/F i+1(λ) is the coefficient of tl(wλ̄)−l(wν̄)−i in the inverse Kazhdan-Lusztig
polynomial Qwν̄ ,wλ̄

associated to the affine Weyl group We of type Ar−1.

(b) For λ ∈ Λ+(r), the q-Specht module Sλ for the Hecke algebra H has a filtration 0 = G0(λ) ⊆ G1(λ) ⊆
· · · ⊆ Gm(λ) = Sλ with semisimple sections Gi+1(λ)/Gi(λ) in which, given ν ∈ Λ+

res(r), the multiplicity of
the irreducible H-module DΨ

ν′ in the section Gi+1(λ)/Gi(λ) is the coefficient of tl(wλ̄)−l(wν̄)−i in the inverse
Kazhdan-Lusztig polynomial Qwν̄ ,wλ̄

associated to the affine Weyl group We of type Ar−1.

Proof. (a) is merely a translation into the language of q-Schur algebras of Theorem 7.5(a).
As for (b), we can take n = r. We first observe T := T (r, r) ∼= Sq(n, r)f for an idempotent f ∈ Sq(r, r)

[40, p. 664], and so T is projective. In addition, T is a tilting module for Sq(r, r) and is therefore self-dual.
See [18, Thm. 8.4]. Thus, T is also an injective Sq(r, r)-module and so the “diamond functor”

(−)⋄ = HomSq(r,r)(−, T ) : Sq(r, r)–mod → mod–H

is exact. Hence, (a) implies (b), putting Gi(λ) = Fm−i(λ)⋄. �

8.2. Open questions. We raise some open questions.

Question 8.2.1. Given λ ∈ Λ+(r), when is it true that the filtration described in the proof of Theorem
8.1.1(b) is the socle filtration of Sλ? One should at least assume that λ is restricted, and the case where λ̄
is regular in the sense of alcove geometry is already interesting.

Question 8.2.2. When is there a positive grading on H (with grade 0 semisimple) such that for each λ ∈
Λ+(r) there is a graded H-module structure on Sλ, so that the multiplicities of irreducible H0

∼= H/ radH-
modules in each grade are as predicted by Theorem 8.1.1(b)? The same question may be asked for the
quotient algebras H(n, r) defined in [18] and for the H(n, r)-modules Sλ, λ ∈ Λ+(n, r).

Question 8.2.3. In [7], a Z-grading on Specht modules is given with respect to a Z-grading of the Hecke
algebra. Since this grading is not, in general, a positive grading with the grade 0 term a semisimple algebra,
individual grades of a given graded module are not necessarily semisimple modules. Nevertheless, it appears
from the form of the graded multiplicities in [7], together with [48], that these multiplicities are the same
coefficients which appear in our Theorem 8.1.1(b). The question, therefore, arises as to when it is possible to
“regrade” the Hecke algebra H (shifting grades of projective indecomposable summands and passing to an
endomorphism algebra) to achieve a positively graded algebra with grade 0 term semisimple in such a way
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certain open subsets of R
◦

P , and the closure of an alcove is then a fundamental domain for the “dot” action

of the affine Weyl group We =
◦

W ⋉ e
◦

Q. The “standard alcove” C satisfies

0 < 〈x+
◦
ρ, α∨〉 < e,

for all x ∈ C, and this inequality defines C. For any alcove C1, there are unique integers nα = nα(C), for
each α ∈ Φ+, defined by

nαe < 〈x +
◦
ρ, α∨〉 < (nα + 1)e

and the function d(C1) is defined as
∑

α∈Φ+ nα. Allowing the right hand inequality “< (nα + 1)e” above to

be the weaker “≤ (nα + 1)e, defines the elements of the upper closure Ĉ1 of C1. There is a “dot” action of

We on alcoves, agreeing with its “dot” action on
◦

P , which is generated by reflections in the walls of C. For
y ∈ We, write le(y) for the length of y with respect to this set of generating reflections, and y ≤e w when

y, w ∈ We and y ≤ w in the Bruhat-Chevalley order with respect to these generating reflections. If µ ∈
◦

P+,
define f(µ) = fe(µ) to be the unique element f ∈ We with le(f) minimal satisfying f ·x = µ for some x ∈ C,

the closure of C. Equivalently, µ ∈ f̂ · C [27, II, 6.11]. From separating hyperplane considerations,

(9.2) le(f) = d(f · C).

Using this identity, the following lemma is mostly an easy exercise.

Lemma 9.5. Let ξ ∈
◦

P+∩
◦

Q, i. e., a dominant weight of
◦
g lying in the root lattice, and let z ∈ We correspond

to eξ ∈ e
◦

Q (i. e., z · x = x+ eξ, for all x ∈ R
◦

P ). Then, for any µ ∈
◦

P+,
{
f(z · µ) = zf(µ)

le(zf(µ)) = le(z) + le(f(µ)).

Proof. Note that Ĉ1 + eξ = Ĉ1 + eξ, just by the definition of the upper closure. Thus, f(z ·µ) = zf(µ). The
length additivity is an easy calculations with the identity (9.2) and is left to the reader. �

Now we can prove our main result on strong linkage in the sense of [27, II, 6.1–6.11]. To avoid conflict with

our notation on h∗, we use ↑e to denote the ↑ ordering in [27, II, Ch. 6]. That is, if µ, ν ∈
◦

P , write µ ↑e ν to

mean that µ = ν or there exists a chain µ = µ0 ≤ µ1 ≤ · · · ≤ µm = ν in
◦

P and reflections s1, · · · , sm (not
necessarily fundamental) in We such that si · µi = µi+1, for i = 1, · · · ,m. The order ≤ used is the usual

dominance order on
◦

P .

Theorem 9.6. Let µ, ν ∈
◦

P+ lie in the same orbit of We under the dot action. Then

µ ↑e ν ⇐⇒ f(µ) ≤e f(ν)

where f(µ) and f(ν) are the elements of We described above.

Proof. First, note the general Coxeter group fact that if u,w, z ∈ We, and if the lengths of zy and of zw are
obtained by adding the length of z to that of y and to that of w, respectively, then

y ≤e w ⇐⇒ zy ≤e zw.

The implication that y ≤e w =⇒ zy ≤e zw is obvious and the reverse implication reduces immediately
to the case e(z) = 1, where it is obvious. (If zy ≤e zw, then y ≤e zy ≤e w; otherwise, zy = zw′, where
w′ ≤e w, whence y = w′ ≤e w.)
This fact, together with the preceding lemma, allows us to replace y = f(µ) and w = f(ν) by zy, zw with

z ∈ We corresponding to an element eξ with ξ ∈
◦

Q and also dominant (i. e., in
◦

P+). At the same time, we
can replace µ, ν by µ + eξ, ν + eξ, respectively. Obviously µ ↑e ν ⇐⇒ µ + eξ ↑e ν + eξ. This equivalence

holds for arbitrary weights µ, ν ∈
◦

P and thus may also be applied to intermediate instances of ↑e.
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