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Supplements 3 to Chapter IV E. Gekeler
11/10/06

Gradienten Method of Control Theory Cf. [Dyer-McReynolds], Chapter V.

(a) Fixed time interval, no additional constraints

J(x, u) = p(x(T ), T ) +

∫ T

0

L(x, u, t)dt = Min!,

ẋ = f(x, u, t), x(0) = a,
ẏ = −Hx(x, u, t)T , y(T ) = px(x(T ), T ),

H(x, y, u, t) = L(x, u, t) + yT f(x, u, t).

(1)

Let (x, y) be a feasible pair, i.e. let (1)(b),(c) be fulfilled, then

∂J(x, u) =

∫ T

0

∂H

∂u
δudt.

Let sgn x = [sgn x1, . . . , sgn xn] for x ∈ Rn. Choose

δu = εHu oder δu = ε sgn Hu

where ε > 0 sufficiently small. Let

J j = p(xj(T ), T ) +

∫ T

0

L(xj, uj, t)dt

Algorithm (a) Gradient Method:

Choose arbitrary nominal control u0 : t 7→ u0(t) .
FOR j = 0,1, . . .
(1.) Calculate J j, xj by solving ẋ = f(x, u), x(0) = a, u = u0.
(2.) Calculate yj+1 by solving ẏ = −Hx(x

j, uj, y), y(T ) = px(x
j(T ), T ).

(3.) Calculate uj+1 by

uj+1 = uj − εHu(x
j, uj, yj+1), ε sufficiently small.

(4.) Calculate xj+1 by solving ẋ = f(x, uj+1, t), x(0) = a.
(5.) Calculate J j+1.
(6.) If J j+1 < J j, goto (2.) where j := j + 1.

If J j+1 > J j, then reduce ε and got to (3.).
If J j+1 ∼ J j, then STOP.

(b) Problem (1) with additional constraints
[Teo91] proposes to replace equality and inequality constraints by integral equations in the
following way:

h(x, u) = 0 ⇐⇒
∫ T

0

[
h(x, u)

]2
dt = 0

h(x, u) ≥ 0 ⇐⇒
∫ T

0

[
min{h(x, u), 0}]2

dt = 0 .

Therefore we introduce r additional control problems with objective functions Ki.

K = q(x(T ), T ) +

∫ T

0

M(x, u, t)dt = 0 ∈ Rr. (2)
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For K = [Ki]
r
i=1 let the associated Hamilton function be

Hi = Mi + yT
i f, i = 1, . . . , r,

ẏi = −[Hi]x, yi(T ) = [qi]x(x(T ), T ).
(3)

The data of the original problem (1)(a)(b) shall be denoted by the index i = 0 . If (1)(a)(b)
and (3) are fulfilled, then

δKi =

∫ T

0

[Hi]
T
u δu dt.

Choose

uj+1 = uj − εδu = uj + ε[[H0]u +
r∑

k=1

zk[Hk]u]. (4)

Then, in addition, the vector z = [z1, . . . , zr] is to be chosen that |K| decreases. For a nominal
solution we have in normal case

δKi = ε

∫ T

0

[Hi]
T
u [[H0]u +

r∑

k=1

zk[Hk]u]dt 6= 0, i = 1, . . . , r.

hence
δK = b + Qz. (5)

This relation is a linear system for the Lagrange multipliers z. It has a unique solution if the
matrix Q is regular. This represents the controllability condition for the problem. For δK we
choose the residuum

δK = K(xj, uj).

Algorithm (b) Gradient Method
Choose an arbitrary control u0 : t 7→ u0(t) .
FOR j = 0,1, . . .
(1.) Calculate J j, xj by solving ẋ = f(x, u), x(0) = a, u = u0.
(2.) Calculate yj+1

0 by solving ẏ = −Hx(x
j, uj, y), y0(T ) = px(x

j(T ), T ).
Calculate yj+1

k for k = 1, . . . , r by solving

ẏ = −[Mk]x(x
j, uj, t)− [fT y]x(x

j, uj, t), y(T ) = [qk]x(x
j(T ), T ).

(3.) Calculate residuum of constraints:

K(xj, uj) = q(xj(T ), T ) +

∫ T

0

M(xj, uj, t)dt.

Calculate vector zj+1 by solving (5) with arguments xj, uj, yj+1
0 , yj+1

k .
Calculate

uj+1 = uj − ε[[H0]u + [zj+1]T [[H1]u, . . . [Hr]u]
T ], ε sufficiently small.

(4.) Calculate xj+1 by solving ẋ = f(x, uj+1, t), x(0) = a.
(5.) Calculate J j+1.
The remaining part is the same as in Algorithm (a).


